
BST 760: Advanced Regression
Breheny

Assignment 7

Due: Thursday, March 31

1. Show that the updating step of the Newton-Raphson algorithm is equivalent to the updating
step of the iteratively reweighted least squares algorithm. In other words, show that if each

algorithm starts with the same {β̂
(m)

, the next iteration will produce the same {β̂
(m+1)

.

2. Consider a generalized linear model with regression parameters β. Give closed form expres-
sions for the following; define any additional symbols or notation you need.

(a) The p-value for the Wald test of H0 : βj = 0.

(b) The Wald confidence interval for βj .

(c) The p-value for the Wald test of H0 : λTβ = 0.

(d) The Wald confidence interval for τ = λTβ.
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