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$$

(1)
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$$
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## Proof (Conclude)

(1) Observe that we have $w_{x}(x, 0)=g(x)$. Then,
(2)
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I_{1}=\int_{0}^{\infty} \int_{-\infty}^{\infty} w_{x} v_{t} d x d t+\left.\int_{-\infty}^{\infty} g v d x\right|_{t=0}
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(0) Let $u=w_{x}$, we get that $u$ is an integral solution (??) for (??).
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(9) Observe that for $t>0, u(x, t)-\frac{C}{t} x$ is nonincreasing. So, $u_{l}(x, t) \geq u_{r}(x, t)$.
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(2) Since $G=\left(F^{\prime}\right)^{-1}$ and $y(\cdot, t)$ are nondecreasing, we have

B

$$
u(x, t)=G\left(\frac{x-y(x, t)}{t}\right)
$$

(9)

$$
\begin{aligned}
u(x, t) & \geq G\left(\frac{x-y(x+z, t)}{t}\right) \quad \text { for } z>0 \\
& \geq G\left(\frac{x+z-y(x+z, t)}{t}\right)-\frac{\operatorname{Lip}(G) z}{t} \\
& =u(x+z, t)-\frac{\operatorname{Lip}(G) z}{t}
\end{aligned}
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$$
u(x+z, t)-u(x, t) \leq C\left(1+\frac{1}{t}\right) z
$$

constant $C \geq 0$ and a.e. $x, z \in \mathbb{R}, t>0, z>0$.
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(3) Then, there exists (up to a set of measure zero) at most one entropy solution of the initial value problem (??).
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(9) Then $v^{\epsilon}(x, t)$ is the unique solution of (??) via method of characteristics.
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\left|v_{x}^{\epsilon}\right| \leq C_{s} \quad \text { on } \mathbb{R} \times(s, T)
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(2) To do this, we would need to differentiate (??) and define $a(x, t)=e^{\lambda t} v_{x}^{\epsilon}(x, t)$ for $\lambda=\frac{C}{s}+1$.
(3) Step 6: Now prove the inequality:
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\int_{-\infty}^{\infty}\left|v_{x}^{\epsilon}(x, t)\right| d x \leq D
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for all $0 \leq t \leq T$ and some constant $D$.
(4) We need to choose partitions, define variations and take the supremum over all partitions.
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## Proof Outline - Conclude

(1) Step 7: Set $v=v^{\epsilon}$.
(2) Apply the Dominated Convergence Theorem.
(3) Then,

$$
\int_{0}^{\infty} \int_{-\infty}^{\infty} w \psi d x d t=0
$$

for all smooth functions $\Psi$.
(9) Hence, $w=u-\tilde{u}=0 \Rightarrow u=\tilde{u}$ a.e.

## The End
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