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Prediction of Ultrasound-Mediated Disruption of Cell
Membranes Using Machine Learning Techniques and
Statistical Analysis of Acoustic Spectra

Eva K. Lee*, Richard J. Gallagher, Ann Melissa Campbell, and Mark R. Prausnitz

Abstract—Although biological effects of ultrasound must be
avoided for safe diagnostic applications, ultrasound’s ability to
disrupt cell membranes has attracted interest as a method to
facilitate drug and gene delivery. This paper seeks to develop
“prediction rules” for predicting the degree of cell membrane dis-
ruption based on specified ultrasound parameters and measured
acoustic signals. Three techniques for generating prediction rules
(regression analysis, classification trees and discriminant analysis)
are applied to data obtained from a sequence of experiments
on bovine red blood cells. For each experiment, the data consist
of four ultrasound parameters, acoustic measurements at 400
frequencies, and a measure of cell membrane disruption. To
avoid over-training, various combinations of the 404 predictor
variables are used when applying the rule generation methods.
The results indicate that the variable combination consisting of
ultrasound exposure time and acoustic signals measured at the
driving frequency and its higher harmonics yields the best rule for
all three rule generation methods. The methods used for deriving
the prediction rules are broadly applicable, and could be used to
develop prediciton rules in other scenarios involving different cell
types or tissues. These rules and the methods used to derive them
could be used for real-time feedback about ultrasound’s biological
effects.

Index Terms—Discriminant analysis, drug delivery, machine
learning, prediction, ultrasound-mediated cell disruption.

1. INTRODUCTION

ECENT studies suggest that ultrasound is a promising

method to control and enhance drug delivery. For ex-
ample, ultrasound has been shown to transiently disrupt cell
membranes, thereby enabling exogenous materials to enter
cells without damaging them [1]-[3]. This could facilitate gene
therapy by delivering DNA at useful levels to targeted cells.
Other studies have demonstrated that ultrasound can dramat-
ically increase skin permeability to a range of compounds,
including macromolecules [4], [5]. This could be important
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for applications such as needle-free delivery of drugs such as
insulin. These applications are in marked contrast to traditional
diagnostic uses of ultrasound, for which ultrasonic bioeffects
are avoided [6].

One of the critical limitations of ultrasound-mediated drug
delivery is that ultrasound’s effects are difficult to control. In-
deed, identical acoustic conditions may have no biological ef-
fects, may have reversible effects or may kill cells, depending
on the details of the physical environment present during soni-
cation [7]-[9]. It is, therefore, highly desirable to identify con-
ditions that reproducibly cause the intended effects, e.g., re-
versible membrane disruption for drug delivery applications or
no biological effects for diagnostic uses. We propose that such
conditions are linked to information contained in the acoustic
spectra generated during ultrasound exposure.

Both cell membrane disruption and acoustic spectra are gov-
erned by ultrasound-induced cavitation. Cavitation is the cre-
ation and oscillation of small gas bubbles that can violently im-
plode if sufficient ultrasound pressures are applied [7], [10]. A
number of studies have shown that increased permeability of
both skin and cell membranes is caused by a mechanism in-
volving cavitation [9], [11]-[13]. Cavitation occurs as a highly
nonlinear and stochastic phenomenon, and ultrasound condi-
tions that cause cavitation are time-dependent and sensitive to
the physical environment. Because of this, we believe it is ex-
tremely difficult to define ultrasound conditions that will repro-
ducibly disrupt membranes. As an alternative, we propose that
one should focus on identifying cavitation conditions that are
indicative of membrane disruption. Different ultrasound condi-
tions may be required at different times and in different physical
environments to create the same “right” cavitation conditions.

Information about cavitation is present in acoustic spectra.
Although details of the relationship between an acoustic spec-
trum and the associated cavitation field are not known, it is our
hypothesis that the cavitation field can be characterized by the
acoustic spectrum it emits. Therefore, features of the acoustic
spectrum should correlate with cavitation-induced effects on
membrane disruption.

This hypothesis has been validated in part by Liu et al., [12]
who showed that the degree to which bovine red blood cells
were disrupted by ultrasound applied at f = 24 kHz over a broad
range of ultrasound conditions correlated well with the product
of the pressure at half the applied frequency (’¢2) and the total
duration of ultrasound exposure (7). This can be regarded as a
qualitative measure of the strength of cavitation multiplied by
the time over which it acted.
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Although this single measure may be useful, we sought to
utilize a broader representation of the acoustic spectrum to un-
cover additional correlations which, in combination, could be
used to derive robust rules to guide drug delivery applications.
With such rules, an intelligent ultrasound device could apply ul-
trasound to a tissue, “listen” to the acoustic spectrum generated,
and use this real-time feedback of information to modify subse-
quent ultrasound exposure.

In this paper, we describe the application of three machine
learning and statistical approaches to derive correlations or
“rules” which can predict ultrasound-mediated disruption of
red blood cells. By applying these methods to the same data in
a like manner, one can see the consistencies and inconsistencies
among the methods. This in turn helps to better determine
those variables that are most important in predicting membrane
disruption. Although the rules generated for red blood cells in
this study may not directly apply to other cell types or tissues,
we propose that the approach used here may be applied broadly.

Details regarding the methodologies of regression, classifi-
cation trees and machine learning techniques used in our study
are presented in Section II. Empirical tests and analysis of these
techniques applied to the acoustic parameters obtained in lab-
oratory experiments on bovine red blood cells are summarized
in Section III. Cross-validation techniques are used for an unbi-
ased evaluation of the reliability of the developed rules for future
prediction.

II. METHODS
A. Experimental Data

To develop and validate prediction rules, we used experi-
mental data collected by Liu et al. [12]. In their experiments,
ultrasound was applied to a suspension of bovine red blood
cells at a frequency of 24 kHz using a specified peak incident
pressure (0.045-0.902 MPa), pulse length (0.0001-10 s), duty
cycle (1%—-100%), and total exposure time (0.1-10 s). The ul-
trasound exposure chamber consisted of a cylindrical piezoelec-
tric transducer measuring 4.5 cm in inner diameter and 2.5 cm
in length sandwiched between two 10-cm lengths of PVC pipe.
The chamber was filled with filtered, deionized and degassed
water. The transducer was controlled by a function generator,
whose output was fed to an amplifier and matching transformer
to drive the transducer.

Red blood cells were prepared by washing and resuspending
at a concentration of 10% by volume in phosphate-buffered
saline prepared using gassy, de-ionized water. Red blood
cell samples were placed in sample tubes by cutting a 15 ml
polypropylene centrifuge tube at the 4-ml line and sealing the
top with a rubber stopper, taking care to prevent entrapment of
macroscopic air bubbles. Sonication was carried out at room
temperature (22 +2 °C). During sonication, exposure chambers
did not need to be rotated [14] because the extensive cavitation
generated at the low frequency and high pressures used in that
study caused vigorous mixing within the exposure chamber.
During the experiment, a hydrophone and spectrum analyzer
were used to measure the amplitude of emitted acoustic signals
at frequencies ranging from O to 100 kHz. Over the range
of frequencies studied, the hydrophone had a flat response.
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Fig. 1. Measured acoustic spectrum from a representative experiment where
ultrasound is applied at 24 kHz ( f) with peak incident pressure = 0.902 MPa,
total exposure time = 10 s, pulse length = 0.1 s, and duty cycle = 10%. The
spectrum is an average collected over the full duration of sonication. Peaks
corresponding to harmonics of the driving frequency are often associated with
cavitation and are labeled on the graph (e.g., f/2, 2f). The associated degree
of cell membrane disruption for this experiment is 73%. Data are from [12].

Acoustic spectra were obtained by averaging acoustic signals
collected over the full duration of each ultrasound exposure.
Additional information about the experimental apparatus and
methods can be found in the paper by Liu er al. [12]. Fig. 1
shows a representative acoustic spectrum collected during an
ultrasound exposure. These ultrasound parameters and acoustic
signals are used as the inputs for generating the prediction
rules developed in the present study. After ultrasound exposure,
the degree of cell membrane disruption was determined by
measuring the background-corrected percentage of hemoglobin
released from the red blood cells using a new calibration curve
generated for each set of experiments. This measure of mem-
brane disruption is the desired output from the prediction rules.
It is referred to in the remainder of the paper as the percentage
of disruption. This experimental protocol was repeated 180
times using various peak incident pressure, pulse length, duty
cycle, and total exposure time parameter combinations.

In these experiments we have used red blood cell lysis as a
measure of cell membrane disruption caused by acoustic cavi-
tation. The exact conditions that cause disruption of membranes
in different types of cells are likely to be different. However, we
propose that red blood cell lysis is an indicator of cell mem-
brane disruption that can be used as a model to demonstrate the
ability of machine learning techniques and statistical analysis to
determine correlations between acoustic spectra and biological
effects of ultrasound.

For each of the 180 experiments, the data consist of 400 dis-
tinct acoustic measurements (amplitude measured at frequen-
cies of 0-99 750 Hz in increments of 250 Hz), four ultrasound
parameters (peak incident pressure, pulse length, duty cycle, and
total exposure time), and a measure of membrane disruption.
Hence, there are 180 data points, each involving 404 predictor
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variables for determining membrane disruption. If one attempts
to apply a method such as regression analysis, classification
trees, or discriminant analysis to a situation in which there are
fewer data points than predictor variables, there are an infinite
number of ways one can fit the data points to the model, and no
single fit will stand out as being best. Moreover, the prediction
rule associated with some arbitrarily selected fit will invariably
be inaccurate in classifying new data points. With this in mind,
we selected various combinations of predictor variables, each
combination ranging in number from 2 to 20, and developed
prediction rules based on these combinations. In this way, the
number of data points was much greater than the number of pre-
dictor variables, thus enabling robust predictions. The selections
included not only the major peaks of the acoustic spectra, but
also smaller peaks and, in some cases, broad band noise levels
as well.

Specifically, visual inspection of the acoustic spectra showed
peaks at the applied frequency, f, and higher harmonics (e.g.,
2f); smaller peaks at half the applied frequency, f/2, and its
higher harmonics (e.g., 3f/2); and in some cases, elevated
broad-band signals between peaks (Fig. 1). These acoustic
features are known to be associated with cavitation, [7], [10]
and were, therefore, hypothesized to be promising candidates
as feature attributes when applying techniques to derive predic-
tion rules [11], [21]. Since the number of broad-band signals
measured was very large, and since no single broad-band signal
stood out as being particularly distinguishing, rather than se-
lecting individual broad-band signals as attributes (which may
be apparatus dependent), averages of signals between peaks
were utilized. Specifically, with peaks occurring at multiples
of f/2 = 12 kHz, we computed eight averages for each ex-
periment: average of signals measured between 2 and 10 kHz,
between 14 and 22 kHz, between 26 and 34 kHz, between 38
and 46 kHz, between 50 and 58 kHz, between 62 and 70 kHz,
between 74 and 82 kHz, and between 86 and 94 kHz. These
broadband noise averages are referred to throughout the paper
as By, Bs, ..., Bg, respectively. In summary, the following
potentially significant attributes (ultrasound parameters and
acoustic features) were considered:

* total exposure time (7), duty cycle (D), pulse length (£),
peak incident pressure (P);

* pressures measured at integral multiples of the driving fre-
quency: f,2f, 3f, 4f (collectively referred to throughout
the paper as k f);

* pressures measured at odd integer multiples of half the
driving frequency: f/2, 3f/2, 5f/2, 7f/2 (collectively
referred to as (2k — 1) f/2);

* averages of pressures corresponding to broad band noise
between peaks: By, . .., Bs (collectively referred to as B).

Although experimental measurements of membrane disrup-
tion are provided on a continuum basis (i.e., 0%—100%), [12]
for our study we categorized the data into three discrete groups:
0%—-3%, 3%—-30%, and 30%—100% membrane disruption. The
first group was selected to represent little or no effect; the middle
group represents a moderate, and perhaps desired, effect; and
the third group represents a strong, and perhaps undesirable, ef-
fect. These cutoff points of 3% and 30% were selected to serve
as examples. Different cell types and different applications will

likely require different cutoff points and possibly different num-
bers of groups. However, the methods presented in this paper are
general and should be applicable to other scenarios.

We chose this approach of discrete classification for two rea-
sons. First, it is unlikely that the feedback provided to a clinician
or ultrasound device needs to contain the exact level of mem-
brane disruption. This feedback should often be sufficient if it
identifies ultrasound’s effects as within a target range, too high
or too low. Second, many machine learning techniques do not
provide continuum predictions, but classify data into one of a
discrete set of groups.

B. Tenfold Cross-Validation

As described below, the data analysis software package
S-Plus version 5 (MathSoft; Seattle, Washington) was used to
conduct both the regression and classification tree analysis.
Linear discriminant analysis was performed using the method
described in Lee et al. [15]. To obtain an unbiased estimate
of the reliability and quality of the derived classification
rules, tenfold cross-validation was performed. In the tenfold
cross-validation procedure, a dataset is randomly partitioned
into ten subsets of equal size. Ten trials are then run, each of
which involves a distinct training set made up of nine of the
ten subsets and a test set made up of the remaining subset. The
classification rule obtained via a given training set is applied to
each point in the associated test set to determine to which group
the rule allocates it. In our case, there are 180 data points; so
in each trial, 162 points are used as the training set to derive
a classification rule, and 18 points are used as the test set to
gauge the accuracy of the derived rule. As one rotates through
the ten trials, each of the 180 points is held back exactly once
for use in a test set. In Section III-A we report results in terms
of the percentage of test set points correctly classified over the
ten trials.

C. Regression Analysis

Regression analysis is generally well-known (e.g., [16] and
[17]). We used the S-Plus function [ to fit both first-order (i.e.,
linear) and second-order models to the training data. To clas-
sify test set data points, the predicted percentage of disruption
was first calculated based on the fitted regression equation. De-
pending on this predicted value (less than 3%, between 3% and
30%, greater than 30%), the data point was assigned to one of
the three groups. Thus, even though regression analysis yielded
continuum predictions, we converted those predictions into dis-
crete classifications to facilitate comparison with the other two
prediction rules developed.

D. Classification Trees

Classification trees are used to predict membership of cases
or objects in the classes of a categorical dependent variable from
their measurements on one or more predictor variables. A clas-
sification tree is derived from a training sample via a method
known as recursive partitioning, whereby the data are succes-
sively split along coordinate axes of the predictor variables so
that at any node, the split which maximally distinguishes the re-
sponse variable in the left and the right branches is selected (e.g.,
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TABLE 1
COMBINATIONS OF ATTRIBUTES USED TO PREDICT RED BLOOD CELL DISRUPTION

Pressure! at

Attribute Exposure  Peak Incident Pulse Duty f/2 f 2f kf 2Ek-=1)f/2 r
Combination Time, 7 Pressure, P Length, £ Cycle, D k=1,2,3,4 k=1,2,3,4 j=1,...,8
1 X X X X
2 X X
3 X X
4 X X
5 X X X
6 X X X X X
7 X X X X X
8 X X X X X X
9 X X X X X
10 X X X X X X X
11 X X
12 X X
13 X X X
14 X X X
15 X X X
T'kf, k=1,2,3,4, represents the four distinct attributes f, 2f, 3f, 4f used simultancously.

(2k—1)f/2, k=1,2,3,4, represents the four distinct attributes f/2, 3f/2, 5f/2, 7f/2 used simultaneously.

Bj, 7 =1,...,8, represents the eight averages corresponding to the broadband noise ranges specified in the text, used simultaneously.

see [18]). Splitting continues until nodes are pure or data are too
sparse. Terminal nodes are called leaves, and the initial node
is called the root. Compared with linear and additive models,
tree-based models tend to be more adept at capturing nonaddi-
tive behavior and allowing more general (i.e., other than that of
a particular multiplicative form) interactions between predictor
variables. We used the S-Plus function tree to grow a classifica-
tion tree from training data.

E. Discriminant Analysis via Linear Programming

Like classification trees, discriminant analysis is used to pre-
dict membership in the classes of a categorical variable. It is an
area that has been extensively researched, and many methods
exist for deriving discriminant rules (i.e., classification rules)
(e.g., see [19]). The method used herein involves an optimiza-
tion model developed by Lee et al. [15], [20] based on linear
programming which associates a penalty with each misclassi-
fied training set entity. Linear constraints are utilized to parti-
tion the space of predictor variables into polygonal regions rep-
resenting the classes. Each penalty is scaled according to the
associated entity’s distance from the region where it belongs.
The optimization objective is to minimize the sum of all such
penalties. The prediction rule resulting from this model is rep-
resented by a set of linear functions, one function for each class,
whose variables are a nonlinear transformation of the predictor
variables. If L;, denotes the linear function associated with class
h, and if y denotes the transformed vector of predictor vari-
ables for an entity, then the entity is classified into group g if

L,(y) > Li(y) for h # g.

III. COMPUTATIONAL EXPERIMENTS AND EMPIRICAL RESULTS
A. Comparison of Prediction Rules

In applying the three methods for generating prediction rules
(regression, linear discriminant analysis, classification trees),
variables representing some combination of the selected at-
tributes (1, D, L, P, kf, (2k — 1) f /2, B) were used. Extensive
numerical tests using these methods were conducted to test the
effectiveness of approximately 50 combinations of the selected
attributes. Combinations which yielded correct cross-validation

prediction rates of less than 60% were deemed unacceptable,
and are not presented herein. Table I summarizes the attribute
combinations for which correct prediction rates exceeded 60%.

For each attribute combination in Table I, each of the three
classification methods was applied using the tenfold cross-vali-
dation procedure. Fig. 2 shows the percentage of test points cor-
rectly classified over the ten trials. To aid in analyzing the re-
sults, the attribute combinations are ordered from best to worst
according to the resulting scores from the discriminant analysis
method (DALP). Note that the same attribute combination (7,
kf) yielded the best rule for all three methods (77.8% for re-
gression, 75.6% for tree classification and 78.9% for DALP).
The numerical rules derived from each method for this combi-
nation are given in Section III-C. The fact that all three methods
performed best with this combination suggests that it is indeed
an important combination to consider when developing predic-
tion rules for ultrasound-induced membrane disruption.

We also note that Fig. 2 indicates that alternative at-
tribute combinations involving 7 and kf—plus additional
attributes—yield percentage scores close to those achieved
when using (7, kf) alone. While the additional attributes do
not significantly diminish the predictive ability of the resulting
rule, neither do they strengthen it. This observation adds weight
to the conclusion that 7 and kf hold significant power for
predictive capability.

It is interesting to note that, for the regression analysis ap-
proach, the attribute combination 7, P, £, D, 3, involving the
four ultrasound parameters and the broad band noise averages
yields a prediction rule that performs equally well as the regres-
sion rule derived from 7, kf (both are 77.8% accurate). How-
ever, the former combination results in less favorable outcomes
for tree classification and discriminant analysis, suggesting that
it may not be as reliable a combination for generating prediction
rules. A similar observation can be made for the attribute com-
bination 7, 2 f. However, in this case, not only did the regression
rule perform as well as the rule derived from 7, k f, but the rule
generated from the classification tree approach was the second
best tree rule, with an accuracy of 74.4% (versus 75.6% for the
best tree rule). This suggests that exposure time and the second
harmonic alone hold significant predictive power.
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Fig. 2. Summary of tenfold cross-validation experiments showing percentage of test points correctly classified for each method applied to each attribute
combination. The combination consisting of 7, kf yielded the best predictive ability according to all three methods.

The achieved accuracy from any prediction rule method is
highly dependent on the data to which it is applied. For example,
among 24 data sets in the University of California at Irvine Ma-
chine Learning Database Repository, achieved accuracies range
from 55% to 100% [22]. (The UCI Repository is a collection
of data sets from various application areas used by researchers
working in the area of machine learning to test new method-
ologies.) Low accuracy rates are indicative that the data do not
provide enough information to easily discriminate among the
groups, while high accuracy rates are indicative that the groups
are well-separated based on the data. Given the mixed data set
considered herein, the maximum achieved accuracy of 78.9% is
promising. (A widely-used test for cervical cancer has a 20%
false negative rate [23].) It should be remarked that the selec-
tion of attributes to include in a model is a difficult problem.
While our empirical results indicate that the attribute combina-
tions selected for this study are good choices, we do not rule out

the possibility that other combinations may ultimately provide
more accurate prediction rules.

B. Implications of Prediction Rules

All but one of the 15 attribute combinations which yielded
reasonable predictions (i.e., >60% accuracy) require informa-
tion from the acoustic spectrum (e.g., kf, (2k — 1)f/2, B),
indicating that acoustic signals provide valuable information
about ultrasound’s effects. The attribute combination that in-
cludes only information about applied ultrasound parameters
(i.e., 7, P, L, D) was clearly inferior. This indicates that pre-
dicting ultrasound’s effects on the basis of applied ultrasound
settings, as is typically done, should yield significantly worse
predictions than those which use information from the acoustic
spectrum.

Many of the attribute combinations contain (2k — 1)f/2,
which are generally associated with inertial cavitation [11], [24]
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Some also contain the broadband noise averages 3, which are
usually associated with transient cavitation [25], [26] This is ex-
pected, since membrane disruption by ultrasound is thought to
be mediated by cavitation. This is also consistent with earlier,
less sophisticated analysis of this dataset, which yielded a cor-
relation between membrane disruption and f/2. [12] In addi-
tion, all 15 of the attribute combinations in Fig. 2 contain total
exposure time (7), indicating that the duration of exposure to
ultrasound (and cavitation) correlates strongly with membrane
disruption. This dependence on exposure time may reflect the
kinetics of bubble nucleation and growth [27] or may be a fea-
ture of the bubble-cell interaction.

It is surprising to note that the best attribute combination
does not contain (2k — 1)f/2 or B. Instead it is based on the
total exposure time and the height of the driving frequency peak
and its integer harmonics (kf). The height of these peaks is
thought to be a measure of the applied ultrasound pressure cou-
pled with resonance characteristics of the experimental device
and some features of cavitation. [7], [10] Mechanistically, it is
not clear why this attribute combination should provide the best
prediction.

From a practical standpoint, the type of prediction rules de-
veloped here might be used to guide medical or laboratory ap-
plication of ultrasound to deliver drugs or genes into cells. We
have shown that predictions which use applied ultrasound pa-
rameters as well as acoustic spectrum measurements are con-
sistently better than those which rely on applied ultrasound pa-
rameters alone. A limitation of these rules may be their absolute
prediction accuracy (i.e., <78.9% accurate), which may not be
sufficient to guarantee safety and efficacy for medical protocols.
However, the absolute levels of accuracy are not the emphasis
of this paper. Rather, comparing the relative levels of accuracy
for different predictions demonstrates which attribute combina-
tions and methods hold greatest promise to predict biological
effects of ultrasound. Better accuracy may be achieved in future
studies.

Another limitation of these rules is that they may not be ap-
plicable to other cell types and especially to cells within tissues.
Thus, rules that predict red blood cell disruption may not be the
same ones that predict effects on other cell types. Cells within
tissues may respond to ultrasound differently as well, due to lim-
ited intercellular space, low dissolved gas content and increased
acoustic absorption, each of which reduce cavitation activity
[28]. However, it is this effect of different physical environments
on cavitation that in part motivated our approach to developing
predictive rules. A given set of ultrasound conditions applied to
cells in suspension in vitro will generate cavitation that results
in certain bioeffects. The same set of ultrasound conditions ap-
plied to cells in a tissue in vivo will likely generate a different
(i.e., lesser) amount of cavitation that will result in different
bioeffects. It is our hypothesis that rather than keeping ultra-
sound exposure constant when moving from in vitro cell suspen-
sions to in vivo tissues, one should keep the amount of cavita-
tion generated constant, which may require using different and
time-varying ultrasound conditions. For this reason, the rules
we generated have included measures of cavitation from the
acoustic spectrum. Consistent with our hypothesis, rules with
information from the acoustic spectrum are more robust than

those based solely on ultrasound parameters and may be better
suited for in vitro—in vivo correlation. Additional studies are
needed to validate this hypothesis.

C. Best Prediction Rules

For each classification method, the best rule (as measured
by the number of test set entities correctly classified) was that
derived using the attribute combination of exposure time, 7, and
pressures at k f. Here, we summarize the best prediction rules
resulting from each of the three methods.

Regression Analysis: Among the first-order and second-order
regression models, the most accurate rule was derived from the
first-order model. The associated regression equation is given in

(D

PredDisrupt = —6.3 + 2.07 + 6.5P ¢ 4 193.8P5
+50.0P3¢ — 171.9P 4. )

Here, PredDisrupt denotes the predicted percentage of disrup-
tion, the total exposure time (7) has units of seconds, and the
pressure terms (P, Poy, Py, and P4y) have units of MPa.
Note that the coefficient for Py is largest in magnitude, sug-
gesting a prominant role for this attribute in terms of predic-
tive power. Although the application of (1) yields an explicit
value for PredDisrupt, for this paper we are only interested in
predicting disruption to within specified numeric intervals. In
particular:

e if PredDisrupt < 3.0, cells are classified into Group 1;

¢ if 3.0 < PredDisrupt < 30.0, cells are classified into

Group 2;

e if PredDisrupt > 30.0, cells are classified into Group 3.
Using the regression equation in this manner allows direct com-
parison of the regression analysis approach to the classification
tree and discriminant analysis approaches below.

Classification Trees: A classification tree is read by traversing
the tree from the root node at the top of the tree to a leaf node
at the bottom. One follows a path from the root to a leaf ac-
cording to the splits at nonleaf nodes. If the indicated inequality
at a node is satisfied, one follows the left branch; otherwise, one
follows the right branch. The tree below was derived from the
experimental data, and can be used to classify ultrasound-ex-
posed cells into one of the three disruption categories based on

exposure time and measured values of pressures at k f for k =
1,23, 4.

Py; < 0.085

P; <|0.280

Group 3

Group 3

Group 2

In this tree, pressures (Py, f) are expressed in MPa, and expo-
sure time (7) in seconds. Again, Py is prominent in terms of
predicitve power, as indicated by its role in the split at the top
level of the tree.
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Discriminant Analysis via Linear Programming: The classi-
fication rule derived from the discriminant analysis method is
more complicated to state. The first step involves estimating
group conditional probability density functions based on the ex-
perimental data. For the work presented herein, we used normal
model group conditional density estimates assuming a common
covariance matrix. That is

; koL
fo(w) = (2m) 2|52
1

X exp {—5(:1: - 7,)78  (z — ;T:g)} ., g=1,2,3

where 7, denotes the sample mean vector for group g, and S

denotes the pooled sample covariance matrix (e.g., see [19] or
[29]). Based on the experimental data, Z, and S are as follows:

[5.232 9.348 10.000
0.069 0.130 0.241
= |0.014 To = | 0.042 T3 = | 0.171
0.009 0.024 0.092
L0.007 0.017 0.050
T 6.895 —0.065 —-0.024 -0.015 -0.009
—0.065 0.007 0.004 0.002 0.001
S=|-0.024 0.004 0.003 0.002 0.001
—0.015 0.002 0.002 0.001 0.001
L —0.009 0.001 0.001 0.001 0.001

Here, the first component of 4 is the mean of the exposure time
of the cells in group g; and the second, third, fourth and fifth
components are the means of the pressures measured at & f for
k =1,2,3, 4 for the cells in group g.

The second step for deriving the discriminant analysis rule
involves deriving the linear discriminant functions L;, for h =
1, 2, 3. Details for carrying out this step can be found in Lee
et al. [15]. Here, we simply list the functions derived from the
experimental data

Li(z) = % (%) — 0.00f3(x) — 0.04fs()
Lo() = 5 fo(a) ~ 027 () ~ 0.00f3(x)
Ly(w) = 5 fo(r) — 0.00f1(x) — 0.00f3(x).

In order to use these functions to classify ultrasound-exposed
cells, one would form a 5-tuple, say x, with the exposure time,
and the measured pressures at kf for k = 1, 2, 3, 4, and eval-
uate the functions Lj, at x. If the maximum is Lq(x), then the
cells are classified into Group 1 (disruption less than 3%). If the
maximum is Lo(z), then the cells are classified into Group 2
(disruption greater than or equal to 3% and less than 30%). If
the maximum is L3(z), then the cells are classified into Group
3 (disruption greater than or equal to 30%).

Classification Matrices for Predictions: Table 1l shows the
classification matrices associated with the three prediction rules
presented in this section. For each matrix, the entry in row ¢,
column j records the percentage of group ¢ cells classified into
group 5. Note that for all three rules, there is a relatively high
percentage of group 1 cells mis-classified as group 2. Hence,
these methods are not good at distinguishing cell membrane dis-

TABLE 11
CLASSIFICATION MATRICES ASSOCIATED WITH THE THREE PREDICTION
RULES PRESENTED IN SECTION III-C. FOR EACH MATRIX, THE ENTRY
IN ROW ¢, COLUMN j RECORDS THE PERCENTAGE OF
GROUP ¢ CELLS CLASSIFIED INTO GROUP j

Regression Tree
(-1 .2 [3] (1 (2] (3]
[1,] 51.3 487 0.0 [1] 564 385 5.1
[2,] 26 789 184 [2] 26 816 158
3,] 00 7.7 923 [3] 31 169 80.0
DALP
(1 020 [3]
[1,] 615 385 0.0
[2,] 6.6 789 145
[3,] 0.0 10.8 89.2

ruption less than the 3% threshold separating groups 1 and 2. In
contrast, the accuracy achieved by the regression and the DALP
methods for group 3 is in the 90% range, indicating that these
methods are quite adept at distinguishing cell membrane disrup-
tion above the 30% threshold separating groups 2 and 3. This
may be helpful as a means to distinguish between achieving
a desired effect (e.g., group 2) and an undesirable one (e.g.,
group 3). The high rate of misclassification errors for group 1
cells might be due to the narrow membrane disruption range
(0%—-3%) characterizing this group. In addition, low membrane
disruption in this group means that experimental noise or er-
rors in the acoustic measurement contribute to a greater relative
error. Rules developed based on different thresholds may prove
to be more accurate. Further research is needed to study the sen-
sitivity of generated rules to selected thresholds.

IV. CONCLUSION

Motivated by the need to control cell disruption caused by
ultrasound for drug delivery, we used three independent ap-
proaches to determine “rules” that predict the degree of mem-
brane disruption induced by exposure of red blood cells to ul-
trasound. Cross-validated results from all three approaches—re-
gression analysis, classification trees, and discriminant analysis
via linear programming—indicate that the variable combination
consisting of total exposure time and acoustic signals measured
at integer multiples of the driving frequency yields the best pre-
diction rule for correctly predicting membrane disruption for the
cells and conditions examined in this paper.

Rules using applied ultrasound parameters as well as mea-
sured attributes of the acoustic spectrum generated during ul-
trasound exposure yield better predictions than rules based only
on applied ultrasound parameters. This demonstrates the value
of using measured acoustic signals for predictions. Once a rule
is derived, the time required to make a prediction is negligible.
Thus, using the approach described here, a robust rule devel-
oped for specific types of cells and tissue might be used for
real-time feedback control of ultrasound to achieve reproducible
cell membrane disruption for drug and gene delivery.
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