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According to metaphysical realism, the existence or at least the nature of things, “reality,” is independent of our cognition of them, whether in perception, conception, or description. Metaphysical nonrealism denies this. It comes in many varieties, as different as Berkeley’s subjective idealism and Kant’s transcendental idealism in the eighteenth century, Hegel’s objective idealism in the nineteenth century, and in contemporary philosophy what Michael Dummett and Hilary Putnam call antirealism and Nelson Goodman calls irrealism. Berkeley held that the existence of the things we perceive is dependent on our perception of them, Kant that their nature is dependent on our understanding, on our concepts, and Wittgenstein and Heidegger that it is dependent on our language. Metaphysical realism is the bedrock of everyday and scientific thinking, but nonrealism has dominated modern philosophy, in one form or another, at least since Berkeley and Kant. The reasons for accepting it, however, have seldom been stated in detail and usually have consisted in rhetorical generalities such as “Nothing can be conceived that cannot be perceived” or “Thought without language is impossible,” which are not plausible. But a specific and not implausible reason is provided by logical nonrealism.        

The logical nonrealist denies that there are objects (“logical objects”) corresponding to the expressions distinctive of logic but also essential to any developed language, the so-called logical expressions (“constants”). Standard examples are the sentential operators: “not” (“~”), “and” (“(”), “or” (“v”), “if…then…” (“(”); the quantifiers: “all” (“(”), “some” (“(”); the verb “to be” in its senses of predication (“Socrates is human”), identity (“Socrates is Plato’s teacher”), and existence (“God is”). The logical realist, on the other hand, holds that at least some of the logical expressions do correspond to objects in reality, that there are logical objects. Gottlob Frege and Bertrand Russell (at one central stage of his philosophy) were logical realists. A noteworthy logical nonrealist was Ludwig Wittgenstein, in Tractatus Logico-Philosophicus.

Both metaphysical realism and logical nonrealism have been considered obviously true, and few have felt their inconsistency. Few have seen that if logical nonrealism is true, then metaphysical realism is largely false. In this paper I ague that this indeed is so. Section I develops the essentially negative thesis of logical nonrealism. Section II offers a positive account of how, even though logical nonrealism is true, the logical expressions and thus logic itself do relate to the world. 






I

Contemporary metaphysical realism and nonrealism are best understood by recalling Kant’s transcendental idealism. Kant argued that although there is reality as it is in itself (“things-in-themselves”), we can know it only as it is for us (“things-for-us”). Indeed, not only our knowledge but all judgments, whether true or false, are shaped by our cognitive faculties, by our senses and our concepts. We can no more get at what reality is in itself, independently of us, than we can get outside our skins. In Putnam’s words, if not sense, the thesis that nothing unconceptualized can enter in epistemic relations with judgments and thus lead to knowledge is a “virtual tautology” (Putnam, 1994, p. 513). In general, it is a (“virtual”) tautology that how we perceive and understand, “conceptualize,” the world, and thus the world itself as perceived, known, and understood, depend on our faculties of perception, knowledge, and understanding (conception). For both Kant and contemporary antirealists the dependence of the cognized world on the role of the understanding,, of our concepts, is crucial. We may hope to transcend the limits of our sensory faculties by means of inference – inductive, abductive, or deductive – and we may entertain the idea of a world different from the one we know and describe such a world. But we cannot transcend the limits of our understanding, not even in fantasy.
We cannot say what something is without using our language. We cannot see what something is without using our eyes. We cannot think or understand something without using our mind (brain, intellect). We cannot describe X independently of our language. We cannot see X is without using our eyes. We cannot think (understand) X without our mind. X may in some sense “exist” independently of us, but nothing follows about what it is independently of us from how we describe, see, or understand it.  As Kant made clear, his conclusion that we cannot cognitively “get to” the world independently of those faculties did not mean that in some sense we may be able to “think” of a world independent of us. But even such thought could not involve employment of genuine concepts, whether empirical or pure. Application of a genuine concept allows for the possibility of knowledge, mere thought, such as that 3+2 might have been 6, does not. But to state the general thesis as an explicit tautology would require extensive accounts of the notions it involves, which would rely on similar and no less controversial other propositions. (This is a familiar predicament in philosophy.) It should not be confused with the thesis of ordinary idealism. Kant did not hold, as Berkeley did, that everything is mental. Nor should it be confused with the general thesis of nonrealism – that reality is dependent for its existence or nature on us – which is hardly a tautology. Nonrealism does not follow from our inability to “get at what reality is in itself”; at most, skepticism follows. This is why Kant described his view as only a transcendental idealism. Contemporary nonrealists are seldom sensitive to the distinction. Nevertheless, demonstrative proof of nonrealism should not be expected, just as usually it should not be expected elsewhere in philosophy. Good reasons must suffice. And what I called a virtual tautology is a very good reason for nonrealism, even though nonrealism itself is not a tautology at all.  

My central concern, however, will not be the general and rather amorphous dispute between realism and nonrealism. It will be the specific and well-defined version of metaphysical nonrealism I called logical nonrealism. It resembles Kant’s view but places the dependence of reality-as-it-for-us on our language rather than on our mental faculties, and even then only with respect to the logical expressions in language. I shall begin by explaining how and why logical nonrealism is a version of metaphysical nonrealism.

The subject matter of metaphysics is said to be reality, being, what there is, or in the mundane terminology of contemporary philosophy, “the world.” Various answers have been given to the question of what is real or exists: e.g., that only material entities exist (Hobbes), or that only mental entities exist (Berkeley), or that also abstract entities exist  (Plato), or that also God exists (Aquinas). But however we answer the question, reality or at least the world has a structure, it is not a mere collection or assemblage of isolated items. 

What kind of structure of the world is fundamental, absolutely necessary, one that is acknowledged by everyone? Not a causal structure: Hume rejected causal connections, except in the bland sense of spatio-temporal correlation. Nor a spatial structure: the dualist holds that in addition to material entities there are mental entities, such as thoughts and feelings, and the idealist even holds that everything is mental; but (irreducibly) mental entities are not in space (do not enter in relations such as two-miles-from). Nor a temporal structure: the Platonist holds that there are abstract entities, e.g., universals and numbers, which are not in time (do not enter in relations such as two-years-earlier-than), and the theist holds that there is a nontemporal but concrete entity that created the spatiotemporal world and time itself. The fundamental structure of the world, denied by no one though seldom mentioned, is logical. If the first question of metaphysics is what kind of structure the world must have, then the first proposition of metaphysics is that it must have a logical structure. Indeed, according to Aristotle, the “science of being qua being,” i.e., metaphysics, begins with the study of the principles of the “syllogism,” i.e., logic (Aristotle, 1993, 1005b 7-35).

But what is meant by “logical structure”? The answer lies in what is meant by “logic,” and the best guide to that are the classics of modern logical theory: Frege, Russell, and Wittgenstein. Logic is concerned with the relations between propositions (sentences, statements, judgments) that hold in virtue of their “logical form.” According to Russell’s canonical account, propositions are either atomic (e.g., “Socrates is human”), or molecular (e.g., “Socrates is human and Plato is human”), or general (e.g., “All humans are mortal”) in respect to logical form (Whitehead and Russell, 1962, Introduction). And the key to discerning their logical form is the presence of certain words, the so-called logical expressions mentioned earlier and exemplified by the words I have italicized. To say that the world has a logical structure is to say that any description of it employs such expressions. But we have no conception of a world that is even in principle not describable. Therefore, we have a good reason for holding that the world must have a logical structure and must be describable with sentences employing logical expressions. 

Now the question immediately arises whether the world has a logical structure independently of language. The logical nonrealist holds that it does not. Logical nonrealism can thus be seen as a restrained version of contemporary metaphysical nonrealism and an heir of Kant’s transcendental idealism. 

Kant focused on the spatial, temporal, and causal structure of the world, not on its logical structure, and on its dependence not on language but on our mental faculties, what he called “sensibility,” i.e., sense perception and introspection, and “understanding,” i.e., concepts and judgments. Contemporary nonrealism insists chiefly on its dependence on the understanding, on that in virtue of which the world may be conceptualized rather than just felt. So it may be described as conceptual nonrealism. But it focuses on language rather than on (irreducibly) mental items, such as Kantian concepts, and so it may be described also as linguistic nonrealism. For it finds appeals to mental items questionable or at least unhelpful. As David Armstrong has remarked, “Concepts [so understood] are a more mysterious sort of entity than linguistic expressions” (Armstrong, 1978, p. 25.) Indeed, reasons for skepticism about the existence of any “inhabitants of consciousness” have been offered both in continental philosophy (e.g., by Sartre, 1956, 1957) and in the English-speaking world (e.g., by Wittgenstein, 1953, 1958). Such skepticism may be motivated, as in Armstrong’s case, by fondness for materialism, or, as in the case of Sartre and Wittgenstein, by aversion to the seventeenth century view of the mind as a “place” where various items are “stored.”

In Tractatus Logic-Philosophicus Wittgenstein declared: “The limits of my language mean the limits of my world” (Wittgenstein, 1922, 5.6, italics in original). This seems to imply the general thesis of linguistic nonrealism. What might have been Wittgenstein’s reason? The second sentence of the work reads: “The world is the totality of facts, not of things.” Indeed, two worlds may contain the same things, have the same “inventory,” but differ in how these things “hang together.” For example, both may contain Jill and Jane, as well as the relation of admiring, but differ because in one Jill admires Jane and Jane does not admire Jill, while in the other Jane admires Jill and Jill does not admire Jane. The worlds contain at least two different “facts,” though the same “things.” 

As this example suggests, a “fact” seems to be something propositional, linguistic, in the sense that, even though not a part of language, it is distinguishable from a “thing” only if thought of as the correlate in the world of a sentence. A fact is a complex entity that has a structure or form that resembles the structure or form of a sentence. For example, Russell’s requirement that an atomic fact  “contain” particulars and properties or relations seems to be an image of the grammatical requirement that a simple sentence contain a subject and a predicate, and his distinction between atomic and molecular facts seems to be an image of the grammatical distinction between simple and compound sentences (Russell, “The Philosophy of Logical Atomism,” in Marsh, 1956). This correspondence of images was codified by Wittgenstein in the Tractarian doctrine that sentences are logical pictures of facts. It is fairly clear that when describing the obscure ontological characteristics of facts Russell and Wittgenstein relied on the familiar grammatical characteristics of sentences. Of course, they were concerned not with the “surface” grammatical form of a sentence but with what they called its logical form. But they arrived at the latter only as a transformation of the former. Logic does not include ordinary grammar, but it has been described as including logical grammar. And we have little if any conception of logical grammar apart from our conception of ordinary grammar. 

This reliance on sentences, on language, is explicit in Frege’s technical notion of a thought. (Russell’s and Wittgenstein’s heavy indebtedness to Frege in logical theory was freely acknowledged by both.) Fregean thoughts belong neither in the physical nor in the mental world, but “in a third realm,” he says (p. 337). Like Russell’s and Wittgenstein’s “facts,” they are understood through analogy with sentences: ”The world of thoughts has a model in the world of sentences, expressions, words, signs. To the structure of the thought there corresponds the compounding of words into a sentence” (“Negation,” in Beaney, p. 351). And: “[T]he structure of the sentence serves as an image of the structure of the thought” (“Compound Thoughts,” in Klemke, p. 537). Although in German Frege’s term Gedanke is a synonym of “thought,” as used by him it has no obvious English translation, “proposition” perhaps being least misleading as long as we think of a proposition as an objective item distinct from both the sentences in the various languages that express it and our ideas and judgments about it. If so, there is no clear difference between a true Fregean thought and a fact: “What is a fact? A fact is a thought that is true” (“Thought,” in Beaney, p. 342). Frege’s view that thoughts are neither mental nor physical may seem mysterious, but this is true also of Russell’s and Wittgenstein’s facts, which are not “things” and therefore do not enter in physical, spatial relations, nor are they mental images or judgments. The fact that this computer is two feet from me is not itself two feet or any other distance from me, and is no more mental than the computer.

Indeed, in logic we often do speak of propositions, rather than of sentences or of facts. This may be a symptom of our ambiguous conception of the subject matter of logic, of our uneasy attempt to straddle across the apparent chasm between the logic of sentences and the logic of facts. The thesis of logical nonrealism is that the chasm is only apparent, that the logic of the world is not distinguishable from the logic of words, that Wittgensteinean and Russellian facts, as well as Fregean thoughts, are merely hypostatized sentences, shadows that sentences cast upon things. P. F. Strawson wrote: "Of course, statements and facts fit. They were made for each other. If you prise the statements off the world you prise the facts off it too; but the world would be none the poorer" (Strawson, 1950, p. 137). Hillary Putnam deplores “populating the world with ‘sentence-shaped objects’” (Renewing Philosophy, p. 117.)
The general thesis of metaphysical nonrealism now receives clear and compelling support. What makes a world a world, rather than a mere assemblage of items, is what requires sentences, rather than mere lists of names, for our description of it, namely, a logical structure, a structure that any world must have. This is a requirement even more basic than that a world must be “logically possible,” meaning by this that it must not involve a contradiction, for even a contradiction has logical structure: that of “p and not-p.” But the only conception we have of logical structure is that of the logical structure of sentences. This is why in speaking of a world we must appeal to the category of facts or of Fregean thoughts. Sentences, of course, are parts of language, and their logical structure is a feature of language, of something that is human, “ours.” We have no genuine conception of a language that is both nonhuman and in principle untranslatable into a human language. As Quine says, “illogical cultures are indistinguishable from ill-translated ones” (Quine, 1966, p. 105). Therefore, insofar as we can conceive of the structure of the world and thus of the world itself as a world, they are “ours, “human,” they “depend” on us. Of course, that the only conception of logical structure we have is that of sentences, of language, does not entail that the world does not have that or some other kind of structure independently of language. But it is a very good reason for reaching such a conclusion. For it does entail that our cognition of the world, insofar as it involves logical concepts, depends on language, and that so does the world insofar as it is cognized by us. 

I have used the word  “cognition” because here it is preferable to the more common word “knowledge.” In conformity with the nonrealist’s intent as well as current usage in the cognitive sciences, cognition need not be knowledge or even veridical. We may think of cognition as the employment of our capacities for knowledge, identified by means of examples – perception, introspection, intellectual intuition, induction, deduction, abduction – and of knowledge as our success in their employment. In his project to uncover the necessary conditions of knowledge Kant did not beg the question against the Humean skeptic, as many suppose, because he was concerned chiefly with the necessary conditions of cognition, of understanding, judgment, whether true or false, and with knowledge only by implication. We may engage in cognition even if never achieving knowledge. Therefore, a dependence of cognition on language is much more radical than a dependence of knowledge on language. And the traditional skeptical challenge concerns knowledge, not cognition. The skeptic does not question the possibility of false judgments.

Many twentieth century philosophers, on both sides of the Atlantic, seem to have held that all cognition, not just that involving logical concepts, is dependent on language. For example, Heidegger wrote that “Language is the house of being” (“Letter on Humanism,” in Krell, p. 193), and that "…language is the happening in which for man beings first disclose them​selves to him each time as beings...” (Poetry, Language, Thought, p. 74). I have already cited Wittgenstein’s assertion “The limits of my language mean the limits of my world.” And, as recently as 1995, Quine writes: “…thought, as John B. Watson claimed, is primarily incipient speech” (Quine, 1995, pp. 88-89). Such opinions exemplify an extreme form of what has been called the linguistic turn in twentieth century philosophy. It is more fundamental than earlier metaphysical “turns,” such as the Platonic turn in antiquity, the theological turn in the Middle Ages, and the idealist turn in the eighteenth and the nineteenth century. For it applies to everything we think is real, including abstract entities, God and angels, and minds and ideas. It is a turn at least to the view that all cognition is dependent on language, and in its extreme form to what I have called linguistic nonrealism. 

If we hold that reality as it is cognized (as it is “for us”) is dependent on our language insofar as our cognition of it involves logical expressions, then we subscribe to a limited though in its implications far-reaching version of linguistic nonrealism and thus we take the linguistic turn ourselves. But we should not agree that all cognition is dependent on language. We must avoid the highhandedness often characteristic of philosophers. We must not suppose that we can give a general and a priori answer, whether affirmative or negative, to the question whether all cognition depends on language. To a large extent this is an empirical question, one for scientists – neurologists, psychologists, linguists – to investigate. And the proper answer may well vary from one kind of putative objects of cognition to another. Rocks are very different from headaches, both are different from electrons, and all three are very different from numbers. It would be rash to suppose that what is true of our cognition of some is true of our cognition of all. Also there are many, very different kinds of cognition. Some may depend on language while others do not. Surely, there is cognition in the form of sense perception, enjoyed by infants and nonhuman animals, which does not involve language. Recognition is a fundamental form of cognition, and surely it occurs in children before they learn to speak. Driving a car and professional boxing involve specialized cognition that only superficially finds expression in language. Creative work in music or painting only minimally involves talking. Worldly people, especially in the law, politics, and diplomacy, rely heavily on “reading” facial expressions. But language notoriously fails us when we try to describe facial expressions.

Our topic, however, is not this general and ill-defined question of the dependence on language of cognition. It is the specific and focused question of the dependence on language of cognition that requires for its expression sentences containing logical expressions. For lack of a better term, let us call such cognition, as well as the words and the sentences or propositions expressing it, logical, thus not limiting the word to the branch of philosophy called logic. All propositions of logic are logical propositions, but not all logical propositions are propositions of logic.  

We achieve even greater specificity and focus when we ask, Does logical cognition have a distinctive subject matter, is it, at least in part, about anything distinctively logical? If not, then to that extent it would appear to be nothing but (use of) language, since it would lack the nonlinguistic feature essential to other kinds of cognition: a subject matter, things they are about, which make them, at least in part, the cognitions they are. Seeing a cat differs from seeing a dog partly because cats differ from dogs. And hearing a cat or a dog differs from seeing it partly because sounds differ from colors and shapes. Of course, we do not want to say that all there is to logical cognition is language. I said “distinctive subject matter” precisely because outside logic sentences containing logical expressions do have a subject matter, namely, whatever is denoted by the nonlogical expressions (the so-called “descriptive words”) they also contain. But our question is whether they have a subject matter insofar as they are logical, i.e., a distinctive subject matter. The world may have a logical structure that is supplied by language, but it does not have only a logical structure: it also contains the entities that are structured. The tendency to forget this may explain why philosophers have paid little attention to the nonrealist implications of logical nonrealism. They say, for example: “Of course ‘All humans are mortal’ is about the world – it is about humans and the property of being mortal. They overlook the fact that while what the sentence says does depend on more than the presence in it of the logical expressions “all” and “are,” it does depend on them nonetheless. Its truth-value depends on both the nonlogical and the logical expressions in it. 

The propositions belonging in logic employ only logical expressions. If logical expressions stand for nothing, then these propositions have no extralinguistic significance – a consequence commonly even if rashly accepted. But, beyond that of babes, all human cognition, not just that expressible in statements made by logicians, must be expressible with statements that (in English) employ the verb “to be” at least in its sense of predication, sentential operators, or quantifiers, even if, unlike those of logic, they also employ nonlogical, descriptive, expressions. All developed human cognition is logical, in this broad sense. A language that lacked them would be either primitive or untranslatable. And if logical cognition insofar as it is logical can be nothing but (use of) language, then no developed human cognition is possible without language. This would be a good reason for holding that the world, insofar as it is the object of such developed cognition, cannot have a character fundamentally other than what we humans take it to have. 

What I mean by developed cognition would include that expressed by “All the sheep in the field are black” –it does not require higher education. If we could not say that all the sheep in the field are black, then there would be precious little we could say. But while the words “sheep,” “field,” and  “black” stand for things in the world, “all” does not. (And, so, neither does the sentence “All the sheep in the field are white” stand for anything distinctive in the world, a “fact.”) The all is not among the “things themselves.” It is not an individual thing, or a property or relation of an individual thing. This is why the phrase I have just used, “the all,” is a grammatical monstrosity that only a philosopher would concoct. If we take advantage of the familiarity of Kant's sense of the word “transcendental,” we may say that logical concepts and the expressions for them, such as “all,” are transcendental. They are essential to our developed cognition and our description of the world, but stand for nothing in the world. This is another way of stating the thesis of logical nonrealism.

Logical nonrealism is hardly news. Philosophers and grammarians used to call the logical expressions syncategorematic, and in the Tractatus Wittgenstein declared: “My fundamental thought is that the ‘logical constants’ do not represent” (Wittgenstein, 1922, 4.0312). But little argument was offered, and the general nonrealist implications were seldom seen. Perhaps the closest to an argument was Wittgenstein’s distinction between “saying” and “showing,” which initially seems mysterious but an application of it is familiar even to beginning students of logic. That a proposition is logically true, i.e., such that its negation is a contradiction, “shows” itself, it can be “seen” in its logical form, without reference to what it is about. That it is true in any other way, however, does not show itself, cannot be seen just in its form. We must also know what it is about, what it “says,” by attending to the descriptive expressions it contains and what they stand for. This familiar distinction suggests that the logical form itself is not about anything, that it stands for nothing. 

To make the thesis of logical nonrealism focused, let us take the words “all” and “not” as our paradigms of a logical expression. They are fundamental not only to logic but to all developed cognition. They express, respectively, the logical concepts of generality and negation. It would suffice for the thesis of logical nonrealism that it should be accepted for them. And as our realist foil, let us take Frege’s and Russell’s classic discussions of these concepts. It is to these discussions that Wittgenstein’s “fundamental thought” was opposed. 

Frege wrote: “It is surely clear that when anyone uses the sentence ‘all men are mortal’ he does not want to assert something about some Chief Akpanya, of whom perhaps he has never heard” (Geach and Black, p. 83). Frege classified what is expressed by “all” as a second-level function, which is “saturated” by first-level functions, which themselves are saturated by individual objects (“Function and Object” and “Concept and Object,” both in Beaney, 1997). A function is logically unsaturated, or incomplete, dependent, in that it requires “attachment” to something else, somewhat as the grammatically incomplete expression “is human” requires attachment to a grammatically complete expression such as “Socrates,” an analogy to which Frege often appealed. A predicate, e.g., “is human,” stands according to Frege for a first-level function, what we call a property. Frege called it a concept (Begriff), but in common with other philosophers of the time, including G. E. Moore in Britain, he did not mean by “concept” something mental. In the thesis of materialism, “((x)(x is material),” i. e., “Everything is material,” the quantifier “(x” represents a second-level function, and what follows it, “x is material,” represents a first-level function that completes it. The latter is also incomplete, but what completes it is an individual thing, e.g., a rock, which is logically complete. Frege’s terminology is awkward, but what matters for our purposes is his explicit acknowledgement of something corresponding to the word “all.” To be sure, it is something “incomplete,” but so is a property such as being human.

In a similar vein, Russell wrote: “When you have taken all the particular men that there are, and found each one of them severally to be mortal, it is definitely a new fact that all men are mortal” (“The Philosophy of Logical Atomism,” in Marsh, p. 236). For “In order to arrive [by “complete induction”] at the general proposition ‘All men are mortal’, you must already have the general proposition ‘All men are among those I have enumerated’” (p. 235). The reason is logical, not metaphysical or epistemological. The antirealist treats the rule of universal instantiation as grounding a biconditional, rather than just a conditional. But while φ( follows from (x)φx,  (x)φx follows neither from φ( nor from the conjunction of any – even all – propositions of the form φx. The conjunction of all true propositions of the form “x is material” does not entail materialism, even if the number of material things is infinite. General propositions, such as “All men are mortal” and “Some men are mortal,” stand (if true) for “general facts." So, “there are general facts” (p. 236). Moreover, because “You cannot ever arrive at a general fact by inference from particular facts, however numerous,” "there must be primitive knowledge" of some general facts (p. 235). There is “the necessity of admitting general facts, i.e., facts about all or some of a collection” (p. 289). 

Frege held that there are negative thoughts, in his technical sense of “thought,” since “for every thought there is a contradictory thought,” which “appears as made up of that thought and negation,” though not as “mutually independent” parts. For, “The thought does not, by its make-up, stand in any need of completion; it is self-sufficient. Negation on the other hand needs to be completed by a thought. The two components are…quite different in kind….One completes, the other is completed. And it is by this completion that the whole is kept together” (“Negation,” in Beaney, 1997, p. 358). Negation is incomplete just as the second-level functions expressed by the quantifiers are incomplete. The difference is that negation is completed by a complete entity, a thought, while a second-level function is completed by an incomplete entity, a first-level function. But negation is not anything mental or subjective. It is not “the act of denial” (p. 358). It is not a kind of judging: “Negation does not belong to the act of judging, but is a constituent of a thought” (Beaney, p. 363). It is an objective part of a no less objective entity that Frege calls a thought. The sentence “It is not the case that Socrates is feline” consists of two parts: “it is not the case that” and “Socrates is feline.” The later could stand by itself, the former could not. And what the whole sentence says is no more psychological or subjective than what “Socrates is feline” says. 

Russell argued at considerable length that that "there are negative facts” (Marsh, p. 215) and that "negativeness is an ultimate" (p. 216). He wrote: “There is implanted in the human breast an almost unquenchable desire to find some way of avoiding the admission that negative facts are as ultimate as those that are positive…Usually it is said that, when we deny something, we are really asserting something else which is incompatible with what we deny. If we say ‘roses are not blue,’ we mean ‘roses are white or red or yellow.’ But such a view will not bear a moment’s scrutiny.... The only reason we can deny ‘the table is square’ by ‘the table is round’ is that what is round is not square. And this has to be a fact, though just as negative as the fact that this table is not square” (“On Propositions: what they are and what they mean,” in Marsh, p. 288; italics in original). 

In a discussion of our topic, one faces three options: logical realism, logical reductionism, and logical nonrealism. For example, in the case of universal statements, the realist would hold that the word “all,” the universal quantifier, stands for a real entity, whether a Russellian “logical object” or Fregean “second-level function.” The reductionist, finding the reality of such an entity implausible (as Wittgenstein did, almost immediately upon meeting Russell in 1911), would translate universal statements as conjunctions of the singular statements that instantiate them. And the nonrealist, finding the reality of an entity represented by the conjunction sign just as implausible, would deny that there are logical entities of any sort. Sometimes the would-be reductionist avoids appealing to other logical concepts, and thus is no longer properly called “reductionist,” by implicitly appealing to the very same concepts as those to be explained. An example is the claim that the propositional operators are “defined” by the corresponding truth-tables and that this is “all there is to them,” that, for example, not-p is “merely a truth function” of p because not-p is true if and only if p is false. But we have no grasp of falsity except as the negation of truth, regardless of what theory of truth we hold. As Russell remarked, it is “extremely difficult to say what exactly happens when you make a positive assertion that is false, unless you are going to admit negative facts” (Marsh, p. 214). Another example is the following: ”(xΦ(x) asserts the property of universality of the property Φ, and (xΦ(x) asserts the property of nonemptiness to it” (Carnap, 1958, p. 107). But these “properties” are just what the quantifiers “(x” and “(x” express. 

Now Frege’s and Russell’s views are explicit espousals of both logical nonreductionism and straightforward logical realism. Not only are Russell’s general and negative facts not reducible to any other logical facts, they are objective constituents of the world. Therefore, what makes them general or negative must also be in the world, though Russell was perhaps unclear about this. But Frege was quite clear: negative thoughts must have negation as one of their two components. Surely, this is so also in the case of Russell’s negative facts. How do they differ from the corresponding positive facts? If there is an item in the world represented by "not-p," as Russell held, as well as an item represented by "p," how do these two items differ if not in virtue of “something” in one of them that is not in the other, presumably something that "not" represents? For the difference is in the facts, in the world, not in our language or minds, according to Russell. According to Frege, the presence of negation in negative thoughts is essential to the truth-values of negative sentences, just as the presence in general thoughts of the second-level functions expressed by the quantifiers is essential to the truth-values of general sentences. Surely, the presence of negation in Russell’s negative facts is essential to the truth-values of negative sentences, and the presence of what is irreducibly expressed by the quantifiers, let us call it generality, is essential to the truth-values of general sentences. If, as Russell held, truth depends on what is in the world, then what is essential to truth must also be in the world.

The logical nonrealist thus faces two tasks. The first, perhaps accomplished by Frege and Russell, is to combat logical reductionism, the view that “upon analysis” the question of the reality of logical objects does not even arise because the logical constants that appear to represent them have been “analyzed away.” The value of logical nonreductionism is to show that this is not so, to force us to abandon comforting slogans such as “General statements are just conjunctions or disjunctions of singular statements” and “Molecular statements are just truth-functions of their components.” But the second task the logical nonrealist faces is to insist that, even though logical reductionism is false, the logical constants still fail to represent. The plausibility of Frege’s and Russell’s views attaches to their nonreductionism, not to their realism. In fact, the latter is quite implausible.

For example, nonrealism about negation seems inescapable. (But see Peterson, 1986 and 1989). That negation corresponds to nothing in the world seems almost a tautology. Sartre claimed that consciousness “introduces” negation into the world precisely because it is not “already” there (Sartre, 1956, pp. 21-45). “No” and “not” are learned early in childhood, to signal the absence or nonexistence of a thing, to reject an object or a suggestion offered by someone, to deny the truth of what has been said. But they are neither names of any entity such as absence or nonexistence nor names of such signaling, rejecting, or denying.  Locke wrote that some words, “such as nihil in Latin, and in English ignorance and barrenness,” are used “not to signify any idea, but the want or absence of some ideas” (Essay Concerning Human Understanding, Book III).
The idea that the words “all” and “some” correspond to entities also has seldom been entertained. Indeed, Gustav Bergmann, one of the few philosophers who thought deeply about our topic, did write: “Each quantifier represents something which is sometimes presented. Had it never been presented, we would not know what the quantifier meant” (Bergmann, 1964, p. 70). To respond to Bergmann’s argument by saying that he relies on a naive conception of meaning would itself be naive. Nevertheless, it is an (abductive) argument for a statement of phenomenological observation, a statement about what is “presented,” not a report of phenomenological observation, which it should have been, had it been true. But at least Bergmann was aware of what is necessary if logical realism is to be defended. Perhaps Frege and Russell were not. 

In denying that logical expressions stand for entities, the logical nonrealist is not just denying the simplistic “Fido” – Fido principle, according to which every word is a name. What is denied is the natural, not at all simplistic though ultimately also mistaken, assumption that if a word serves a cognitive role then it relates to something, in a distinct, comprehensible way, even if it does not name it, that there must be something in what is cognized that grounds that role even if it is not named by the word, and that this “something” is accessible to us, if not directly in perception as colors and books perhaps are, then indirectly in sophisticated thought as quarks, relations, and God perhaps are.  The logical nonrealist holds that none of this is true in the case of the logical expressions.

The nonrealist’s claim should not be confused with the much weaker claim that language is causally necessary for logical cognition. Presumably, a human being who lacks a language cannot have detailed knowledge of astronomy or of the history of Spain. But surely God can, and for all we know so can intelligent beings in outer space.  We may not understand what such knowledge would be like, but neither can we visualize a non-Euclidean space or have auditory images of the high-frequency sounds that dogs but not humans can hear. The same may be said about humdrum cognitions like that expressed in an inventory by location of the chairs in a large university. We cannot think without writing of everything such a sentence is about, i.e., chair1, chair2, chair3, chair4….This is the point of making an inventory. But, surely, God can. 

Could not the thought expressed in a universal statement such as “All my toys are upstairs“ be entertained by a child before learning the word “all”? Perhaps it could, if it were just a collection of several singular thoughts – e. g., that the doll is upstairs, that the ball is upstairs, and that the whistle is upstairs – if the child is somewhat destitute. But a collection of thoughts is not what a conjunctive statement, a statement requiring the operator “and,” expresses. And even if it were, it would not be what a universal statement, a statement requiring the quantifier “all,” expresses. A universal statement is not equivalent to the conjunction of the singular statements that are its instantiations, it is not "made true" only by them. As Russell would have pointed out, the conjunctive statement would also have to include as an additional conjunct the universal statement "These are all the toys I have," if it is to be true (Marsh, p. 235). A universal statement is “made true” not just by the “atomic facts” corresponding to its singular instantiations, but also by “the further fact about the world that those are all the [relevant] atomic facts...[which] is just as much an objective fact about the world as any of them are” (Marsh, p. 236). 

Would God be capable of cognition of such an objective fact without using a language? He would know all the individual things there are, perhaps an infinity of them, without employing a language, but what would it be for him to know that these are all the individual things there are? God’s “vision” of all of them would not be enough. The thought that they are all, that none has been omitted, would also be needed. In our case, it seems, that thought could only be linguistic. In God's case, to literally attribute to him use of language would be blasphemy, but an analogical attribution might be theologically defensible. 







II

So far what I have said about logical cognition has been negative. Can anything positive be said? Perhaps logical cognition corresponds to nothing distinctive in the world. But, surely, there is a connection between it and the world. After all, we employ logical expressions in most, if not all, statements we make, in everyday life as well as in science, not just in logic where lack of such a connection has seemed acceptable. And surely those statements are true because the world is as they say it is, or false because the world is not as they say it is. To acknowledge this need not be to accept a theory of truth as correspondence to “facts.” It is just to acknowledge what is obvious.  Antirealism, though not Kant’s, is usually a negative position, merely denying the reality of whatever items are in question, and today blandly asserting that with respect to those items “all there is language.” This is why it is deeply unsatisfactory, whether in the case of general statements or morality. Wittgenstein offered an alternative to such antirealism that did not consist in a return to realism, the no less bland and equally unsatisfactory acceptance of the items in question as being “out there” in the way all other things are. Wittgenstein’s distinction between saying and showing is generally dismissed as obscurantist. Tough-minded philosophers ask, What are those things that only show themselves?” But this misses the point of it as an alternative to both realism and antirealism. What only shows itself is not part of reality. But neither is it unreal, like Hamlet and the golden mountain.       

We face here a predicament analogous to the one Wittgenstein faced when he denied that the use of words for sensations depends on anything they refer to. They refer neither to anything “outer” such as behavior, nor – this is the point of his private-language argument – to anything “inner” (Wittgenstein, 1953, ## 243-272). But this tells us what their use does not depend on.  What does it depend on? To just say that it depends on nothing is deeply unsatisfactory, even if true, as most readers of Wittgenstein would testify. Wittgenstein offered an answer by introducing his notion of a “defining criterion” (as contrasted with a mere “symptom”), which in the case of such words replaced the notion of reference yet stood for a connection between their use and the world. Holding one’s cheek in a certain distinctive way may be a criterion for saying that the person has a toothache (Wittgenstein, 1958, pp. 24-5), in the sense of grounding the learning and then governing the use of the expression. On the other hand, the person’s facial expression may be merely a symptom. Of course, holding one’s cheek and having a toothache are not the same. Nor do we infer inductively from our own case that they are connected; this would not be a serious induction, since it is necessarily based on only one case (p. 24). Perhaps holding one's cheek is not a criterion for the use of “toothache” (Wittgenstein mentioned it only as a possible example), but surely some patterns of behavior, however complex, are such criteria, in the sense that, though logically neither sufficient nor necessary for its correctness, if they are not at least occasionally satisfied the use of “toothache” would be bewildering and presumably never mastered. One can have a toothache without holding one's cheek or doing anything else expressive of a toothache, and one can smile, sing, and dance despite an aching tooth, but if this were usually or even often the case we would have doubts not only about the truth of the assertion that one has a toothache but about its being a proper use of the word.  

Our predicament is even closer to one Kant faced: There seems to be no connection between what he called the pure concepts of the understanding (e.g., the concept of causation), which according to him are necessary for cognition of the world of experience but stand for nothing in experience, and the world of experience to which nevertheless they apply. To deal with this problem, Kant proposed his doctrine of the schematism of the pure understanding. He wrote: “[P]ure concepts of the understanding being quite heterogeneous from empirical intuitions, and indeed from all sensible intuitions, can never be met with in any intuition. For no one will say that a category, such as that of causality, can be intuited through sense and is itself contained in appearance. How, then, is the subsumption of intuitions under pure concepts, the application of a category to appearances, possible…We must be able to show how pure concepts can be applicable to appearances…Obviously there must be some third thing…” (Kant, 1950, A137/B176 - A138/B177). What is this “third thing”? A few pages later Kant says, “The schema of cause, and of the causality of a thing in general, is the real upon which, whenever posited, something else always follows” (A144/B183). This seems to be what Hume had called constant conjunction. If so, then Kant agreed that it is what we must depend on in applying the concept of causality, what mediates its application, but of course he sharply denied that causality is the same as constant conjunction.

These were Wittgenstein’s and Kant’s ways of dealing with difficulties they faced. The analogous difficulty the logical nonrealist faces is that there seems to be no connection between the use of logical expressions and the world. We cannot deal with it by just copying Kant’s way or Wittgenstein’s way, for these were concerned with very different topics and depended on specific psychological and linguistic assumptions that we cannot make. Instead, I shall appeal to certain distinctive experiences as a “third thing” that seems to mediate between the use of logical expressions and the world. We may call them logical experiences. They are associated with the expressions and govern their use, consciously or unconsciously. They anchor them. They are not experiences of logical objects, or of any other objects. They are experiences in the ordinary, natural, and innocuous, not the philosopher's or the introspective psychologist’s technical and suspect sense of "experience." In that ordinary sense the paradigms of experience are pains and pleasures, itches and shivers, joy and misery, not anything supposedly present, for example, in all visual perception. Of course, they need not occur whenever the expressions are used, just as one need not be holding one’s cheek whenever one has a toothache. Language is much too subtle to conform to such rigid requirements.

What are these logical experiences? We should not assume that there must be a different one for every logical expression. We do not have to be logical reductionists in order to allow that some logical expressions are genuinely reducible to others. Nevertheless, several logical experiences are familiar and arguably also central because they are associated with central logical concepts. 

Consider the concept of identity, that expressed by the verb “to be” in one of its senses, e.g., in “This is the dog I saw yesterday.” It is essential to our cognition of the world but stands for nothing in the world. If identity were something in the world, presumably it would be a relation, but, as Hume, Hegel, Wittgenstein, and others have pointed out, no such relation is observable or indeed imaginable, even when supposed to hold between observable or imaginable things. (Cf. Wittgenstein, 1953, # 215.) And application of the concept seldom if ever requires determination of “indiscernibility.” You saw a dog yesterday, you see a dog now, and you correctly judge that they are identical, that they are one and the same dog, but you don’t see or remember a relation of identity between “them,” nor do you establish that every property the one has the other also has. Nevertheless, to say that there are only the linguistic expressions for identity (from the plain “same” and “is,” to the fancy “identical” and “=”) would be misleading because identification in the form of recognition occurs in humans before the acquisition of language, indeed in animals incapable of language. But even if we suppose that in preverbal or nonverbal recognition we apply a concept, e.g., the concept of dog, to the object recognized, this does not mean that we also apply the concept of identity. Even if a prelinguistic child applies the concept of dog to what the child sees, surely it does not apply the concept of identity to what it sees now and what it saw earlier. Such a child can hardly be credited with possession of the concept of identity; perhaps many adults, already in possession of language, cannot. 

However, though standing for nothing, the concept of identity is associated with an experience, namely, the experience of familiarity. It is not a coincidence that this is also the experience essential to recognition. It is the bridge between cognition as mere recognition and cognition as verbal description. It serves as a steadying anchor for our use of identity expressions (“same,” “identical,” “=”), and perhaps without it they could not have been learned. (Even if logical concepts are “innate,” the actual expressions for them in the various languages are not.) The experience of familiarity is not itself identity, it is not what the expressions for identity would denote if they did denote. Nor is it consciousness of identity, since there is nothing to be conscious of. And it is not the application of a concept or the utterance of an expression even when it accompanies them – it is an experience, something one feels, not something one does. 

Indeed, because of its role in recognition the experience of familiarity enjoys special dignity. It is involved in the acquisition and application of all concepts, not just that of identity. To acquire and then apply the concept of dog we must be able to find certain objects familiar, whether dogs or pictures of dogs. To learn and then use the word “dog” we must find certain phonemes familiar, we must recognize them (Price, 1953, p. 38). So there is every reason to believe that the experience occurs before conceptual cognition and the acquisition of language, even though it bears intellectual fruit only when concepts are acquired and expressed in language. But any sophisticated command of a language would require more than recognizing and learning words – it would require also being able to make identity judgments about them, most obviously when the word is pronounced or inscribed in different ways. The word “dog” is the same word as “DOG,” even though at least two of the letters look very different. The level of sophistication that knowledge of such matters involves is not lofty. It is plain literacy. 

Unfamiliarity, strangeness, is also a distinctive and familiar experience. It is associated with the use of identity expressions in negative statements. It is not just the nonoccurrence of familiarity, but a genuine (and sometimes disconcerting) experience in its own right. Its importance ought to be evident but is often overlooked. Nothing would be a world in which nothing is familiar, as Plato pointed out in the Theaetetus when arguing against Protagorean skepticism. But also nothing would be a world in which nothing is unfamiliar, strange. A world is something we explore, and strangeness both prompts the exploration and often faces us in its results. In general, we must allow that logical experiences have opposites, contraries, which too are logical experiences and may be no less important. 

There seem to be experiences associated also with at least some of the other logical expressions. They too serve as steadying anchors. There seems to be such an experience associated with implication (“if…then…” “(”). In his noteworthy discussion of what he calls the logic of sign-cognition, Price speaks of “a feeling of if” and suggests that it “arises through the experience of questioning or doubting” (Price, 1953 p. 134). And Sartre held that questioning is what “introduces nothingness in the world” (Sartre, 1956, pp. 21-45) There is important insight in both views, which complement each other, and I shall return to them in connection with negation. But the notion of questioning is too intellectual for our purposes, though it was not intended by Price or Sartre to be intellectual at all. I suggest, instead, that implication is associated, though indirectly, with the experience of expectation (Sartre is explicit on this, though he calls it an attitude rather than an experience), of which also cats and rats are capable. Expectation is not just predicting or imagining a future event – it indeed is better described as the feeling of expectation. And surely it occurs in infants as well as nonhuman animals. Whether disappointed or fulfilled, expectation includes consciousness (perception, thought, imagination) of what is expected, and often also of its ground or basis. Expectation of rain includes thinking of rain, and may also include seeing dark clouds. But the feeling of expectation is distinct from both. They may occur without any feeling, without genuine experience. This becomes clearer when we distinguish (1) pure expectation, which does not even appear to have a ground (“I just know it will rain tonight”), (2) inferential expectation ("it’s cloudy, so it will rain”), in which a ground is explicit, and (3) conditional expectation ("if it’s cloudy, it will rain"). The experience, feeling, of expectation is palpable in (1), but not in (2) or (3). Yet (1) is probably a vestige and usually a guise of (2), which seems to be the original phenomenon of expectation. Indeed, it is (3) that explicitly involves the logical concept of implication, and often if not always is purely intellectual in character, “empty of feeling.” But (3) is implicit in (2): corresponding to every inference, there is a conditional proposition the antecedent of which is the premise(s) and the consequent the conclusion of the inference. 

Negation seems associated with an experience of a striking and much discussed character, vividly described by Sartre. Looking in a café for someone you eagerly expect but fail to find involves, often, a distinctive and much too familiar experience (Sartre, 1956, pp. 9-11). It is not the intellectual performance of making the negative judgment that the person is not there, which one could do even if not expecting the person. It is an experience, a feeling – usually the feeling of disappointment, in one of its many degrees and forms. Indeed, on the other side of the English Channel, H. H. Price wrote: “Disappointed expectation is what brings NOT into our lives” (Price, 1953 p. 124, upper case in original). Disappointment, as the experience associated with negation, is not the same as feeling of expectation, the experience associated with implication. Nevertheless, they are obviously and intimately related. This suggests that together they constitute the experiential core of propositional logic. It also suggests that implication and negation are the natural (not necessarily the formal) primitive propositional operators. And like familiarity and strangeness, expectation and disappointment too seem essential to any life deserving to be called cognitive. So is surprise, which presumably is the opposite of expectation. If the world is the world we live in (which other world might it be?), then we may say that all of these experiences are essential also to the world. But though we may say this, it is not entailed by what precedes it. At most, we have before us an extension of the essentially Kantian thesis that the distinction between the world as it is in itself and the world as it is for us is empty.  But this is not a tautology. Those who disagree with Kant do not contradict themselves.

Are there distinctive experiences associated with generality and thus constituting the experiential core of quantified logic? In the case of the particular (“existential”) quantifier (“some,” “there is,” “(”) we may be tempted to say that it is the experience of existence. But even if there were such an experience, this would be a misunderstanding, despite what conventional philosophy tells us. To say that there are many things Jack fears is not to imply that they exist, that they are real. Just the opposite might be the point of saying it. Some of the things we fear are real but fortunately many are not, though unfortunately we fear them nonetheless. But whether or not we follow convention and restrict quantification to existent objects (“beings,” “entities”), there seems to be a characteristic experience associated with the particular quantifier. It is the experience of being-there, of standing up or out, of presence, whether real or imaginary. (See Husserl, Ideas, # 43.) An example might be the experience of the presence of the Times on the rack when I eagerly look for it and do find it. It should not be confused with my seeing the newspaper or even seeing that it is there. I see many newspapers on the rack and, if it matters to me, also see that they are there, but usually experience nothing. Another example might be the stubborn presence before Jack’s “mind” of what he fears most, imaginary though it is – e.g., a fatal accident involving his daughter.  

In the case of the universal quantifier, the associated experience seems to be the experience of absence, for example the absence of the Times from the rack when I eagerly look for it but fail to find it. It should not be confused with seeing the newspapers that are there, or with the judgment that the Times is not among them, an intellectual performance I can engage in with respect to many newspapers I never look for. The experience need not be that of disappointed expectation (perhaps I hoped but did not expect to find it), which is associated with negation, but surely the two are closely related. This may be why we find plausible the interdefinability of the universal quantifier and the particular quantifier by way of negation, the equivalence of “((x) (x” and “~((x)~(x.” 

(If everything is material then it is not the case that something is not material, and if it is not the case that something is not material then everything is material.)

I have used the words “presence, “ “absence, “ and “being-there“ in their ordinary senses. For example, “presence” is not confined to the present. A person could be said to have been present at a meeting last week and to be expected to be present also next week. My intention has not been to allude to the important use of these words by philosophers such as Heidegger and Sartre. Nevertheless, it is to such philosophers that we should go for detailed phenomenological accounts, even when they differ from what I have said. And we should also go to trail-blazing philosopher/psychologists such as William James, who preceded continental phenomenology. James dwelt in detail on the richness of what he called “the stream of thought,” the place of language in it, the role of “relations” and not just of “substantives,” the inadequacy of both “sensationalism” and “intellectualism.” He acknowledged the occurrence of “a feeling of and, a feeling of if, a feeling of but, and a feeling of by,” and pointed out the dependence of the thought of something as  “existent extra mentem” on “repeated experiences of the same.” (See James, 1983, especially Chapter IX.) In general, much more needs to be said about what I have called logical experiences. I have not even attempted an exhaustive taxonomy of them. I have only scratched the surface. 

The brute fact of the experiences associated with logical expressions is a further limitation on the role of language in cognition. Indeed, those expressions correspond to no objects.  But it is not true that all there is to logical cognition is language. There are also the associated experiences.  This may be why it strikes us as incredible that such cognition should be “nothing but language.” There is more to logical cognition than language, there are also certain distinctive experiences. The occurrence of these experiences, which is hardly accidental, shows that the linguistic turn in philosophy ought to be even more confined than I urged earlier. It ought not to be purely linguistic even where it is most plausible – in logic. 

Logical experiences are essential not only to the uses of logical expressions, they are essential to our world, the world in which we live. Our world is a world of action. It is not like a planet viewed from orbit. We are immersed in it. And it is essentially a world of familiarity and strangeness, expectations and disappointments, presences and absences. It is to this world that the logical experiences are essential. Is this not enough to explain why they serve to anchor in the world the logic of our cognition of the world, to keep logic in touch with earth?

We thus arrive at a sensible, moderate metaphysical nonrealism, which unlike Kant’s is linguistic and unlike current versions is limited to the logical structure of the world. Nevertheless, it is a nonrealism with very much the bite that any other properly motivated nonrealism, such as Kant's, might have. Logical structure, though not the substance, is hardly an accident of the world. (The things structured, the “objects,” are the substance, Wittgenstein held in the Tractatus.) This is why Aristotle charged the science of being qua being with the study first of “the most certain principles of all things,” the principles of the syllogism. What is true of logic directly affects what is true of being, or, in a mundane terminology, of the world. 

Our nonrealism acknowledges the virtual tautology that nothing unconceptualized can be the content of judgments or statements and thus serve as evidence or enter in other epistemic relations. But, unlike most current versions of nonrealism, it does not deny the need for something like Kant’s distinction between things-in-themselves and things-for-us. It avoids what might be called conceptual or linguistic creationism, the heady view that there is nothing we have not conceptualized or verbalized. As Kant remarked, we can at  least think of things in themselves, for the notion of such things is not self-contradictory. (Critique of Pure Reason, B xxviii. Nor does it deny, on the side of things-for-us, the difference between what Kant called sensibility and understanding. That there is such a difference is evident, however difficult it may be to state it. We might say that understanding is up to us, while sensibility is not, but this, though in the right direction, would be misleading or at least vague. It would be better to say that we have some idea of how we may choose to conceptualize differently the things we find, but not of how we may choose to find different things. “The only objective criterion of reality is coerciveness, in the long run, over thought,” William James wrote (p. 21). The logical experiences of unfamiliarity, disappointed expectation, and absence make this coerciveness especially vivid. They occur in the coercive context of “things as we find them,” not of “things as we make them.”
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