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\textbf{A B S T R A C T}

Successful speech communication requires the extraction of important acoustic cues from irrelevant background noise. In order to better understand this process, this study examined the effects of background noise on mismatch negativity (MMN) latency, amplitude, and spectral power measures as well as behavioral speech intelligibility tasks. Auditory event-related potentials (AERPs) were obtained from 15 normal-hearing participants to determine whether pre-attentive MMN measures recorded in response to a consonant (from /ba/ to /bu/) and vowel change (from /ba/ to /da/) in a double-oddball paradigm can predict sentence-level speech perception. The results showed that background noise increased MMN latencies and decreased MMN amplitudes with a reduction in the theta frequency band power. Differential noise-induced effects were observed for the pre-attentive processing of consonant and vowel changes due to different degrees of signal degradation by noise. Linear mixed-effects models further revealed significant correlations between the MMN measures and speech intelligibility scores across conditions and stimuli. These results confirm the utility of MMN as an objective neural marker for understanding noise-induced variations as well as individual differences in speech perception, which has important implications for potential clinical applications.

1. Introduction

Speech communication often takes place in the presence of background noise, which can be difficult for hard of hearing listeners as well as many listeners with normal hearing. In recent years, there has been a surge of interest investigating noise-induced modulatory effects on cortical/subcortical responses to examine the neural networks and brain mechanisms supporting higher-level cognitive and linguistic skills (Anderson et al., 2010a; Billings et al., 2013; Du et al., 2014; Koerner and Zhang, 2015; Mesgarani et al., 2014; Vaden et al., 2015; Wong et al., 2008). Cortical auditory event-related potentials (AERPs) are one representative method of measuring the neural coding of speech sounds in various listening conditions. In particular, the auditory mismatch negativity (MMN) response provides an objective electrophysiological measure of the neural timing and strength of pre-attentive auditory discrimination. It peaks at approximately 100–250 ms post-stimulus onset, which is typically generated when a participant’s sensory memory trace of a “standard” stimulus detects a change by a less frequently occurring “deviant” stimulus in the absence of attention or any overt behavioral response (Nääätänen et al., 2007). The present study attempts to address whether the MMN response is a good predictor of speech perception performance at both segmental and sentence levels in quiet and noise.

The pre-attentive cortical MMN response has been linked with behavioral speech perception in a number of studies. Representative topics include language learning and development in children (Kraus et al., 1996; Kraus and Cheour, 2000), native (Aaltonen et al., 1987; Christmann et al., 2014) and non-native speech perception in adults (Bidelman and Dexter, 2015; Brunelière et al., 2011; Nääätänen et al., 1997; Winkler et al., 1999; Zhang et al., 2009).
effects of hearing loss (Kraus et al., 1995b; Oates et al., 2002) and cochlear implantation (Groenen et al., 1996; Kraus et al., 1993, 1995b), and neural plasticity in auditory training (Kraus et al., 1995a; Tremblay et al., 1997; Tremblay et al., 1998; Zhang et al., 2009). Studies have shown that the MMN responses for phonetic discrimination in quiet can predict first- and second-language attainment (García-Sierra et al., 2011; Jansson-Verkasalo et al., 2004; Jakoby et al., 2011; Kuhl et al., 2005; Molfeze and Molfeze, 1997). There is also evidence that pre-attentive speech perception in noise results in MMN amplitude decreases and latency increases when compared to quiet conditions (Kozou et al., 2005; Martin and Stapells, 2005; Martin et al., 1999; Muller-Gass et al., 2001). These noise-induced changes in the MMN response for detecting phonemic changes are associated with decrements in behavioral measures of discriminatory accuracy and increases in reaction time (Martin and Stapells, 2005; Martin et al., 1999; Muller-Gass et al., 2001). However, to our knowledge, no adult studies have examined brain-behavior relationships between changes in the pre-attentive MMN at the segmental level and performance on sentence-level word recognition performance across quiet and noise conditions.

In addition to the conventional ERP latency and amplitude measures, a recent trend in neurophysiological studies is the development of sophisticated time-frequency analyses to examine the role of various neural oscillation frequency bands of the EEG signal in the generation of AERP waveforms. These cortical oscillations are thought to modulate neural excitability and timing, which enables information exchange between cortical processes that are responsible for sensory and cognitive events ( Başar et al., 1999; Klimesch et al., 2007; Koerner and Zhang, 2015; Makeig et al., 2004; Sauseng et al., 2007; Zhang et al., 2011). In particular, several studies have revealed the contribution of the theta frequency band (4–8 Hz) in driving the neuronal generation of the MMN in frontal and temporal areas (Bishop and Hardiman, 2010; Choi et al., 2013; Fuentemilla et al., 2008; Hsiao et al., 2009; Ko et al., 2012). Collectively, these studies show that neural generation of the MMN response is accompanied by phase alignment and power modulation of theta band activity. In the literature, the theta activity is proposed to be associated with several other cognitive functions including memory encoding, retrieval, and maintenance (Klimesch et al., 2008; Ward, 2003). Although previous studies have revealed prolonged latency and reduced amplitude in the MMN response due to the presence of background noise (Kozou et al., 2005; Martin and Stapells, 2005; Martin et al., 1999; Muller-Gass et al., 2001), it remains unknown how noise may modulate MMN spectral power in the theta band.

The present study aimed to investigate the effects of speech-babble background noise on the pre-attentive cortical processing of consonant and vowel changes by analyzing MMN latency, amplitude, and EEG spectral power measures. It was well established that the MMN responses can show high inter- and intra-subject variability in amplitude and latency (Kurtzberg et al., 1995; Lang et al., 1995; Martin et al., 1999, 2008; Näätänen et al., 2007; Näätänen, 1995; Stapells, 2002). This study was designed to take individual variability into account and investigate whether the objective neurophysiological measures in response to consonant and vowel phonemic contrasts in a double-oddball paradigm (Xu et al., 2010) can predict sentence-level speech intelligibility performance across quiet and noise listening conditions. The double oddball paradigm is a modified version of the conventional MMN protocol, in which the presentation trials for the single deviant stimulus are shared by two deviants (e.g., a consonant contrast and a vowel contrast) at equal probability of occurrence. Thus this paradigm allows the investigation of two MMN responses, one for each deviant stimulus, during the same recording session. Animal and human studies examining the neural processing of speech in noise have revealed differential effects of noise on consonant and vowel stimuli, such that the neural responses to steady-state vowel stimuli are more robust in noise than those to more transient, aperiodic consonant stimuli (Cunningham et al., 2002; Russo et al., 2004; Shetake et al., 2011; Song et al., 2011). Additionally, behavioral and neurophysiological research suggests that consonant and vowel stimuli may be processed by separate neural mechanisms in the auditory cortex (Caramazza et al., 2000; Carreiras et al., 2009; Fogerty and Humes, 2012; Fogerty et al., 2012; Kewley-Port et al., 2007; Liberman and Mattingly, 1985; Miceli et al., 2004). Thus the use of a double-oddball paradigm would allow us to test the differences in neural sensitivity to vowel and consonant changes across the quiet and noise conditions and their relative contributions to higher-level behavioral performance in sentence recognition.

We hypothesized that the introduction of background noise would result in increases in MMN latency and decreases in MMN amplitude, which would be accompanied by reduced spectral power in the theta band. In addition, noise would differentially affect the cortical processing of the consonant and vowel changes, such that the pre-attentive detection of the consonant change would be more vulnerable to disruption in noise than the vowel change. We further hypothesized that at least some of the MMN measures would be able to predict higher-level behavioral sentence recognition.

2. Methods

2.1. Subjects

The participants in the study were 15 individuals (mean age = 22.6 years, age range = 19–32 years, 5 males, 10 females) with normal hearing (as shown in standard audiological assessment with hearing thresholds <25 dB HL for pure tones from 0.25 to 8 kHz) and no history for speech, language, or cognitive difficulties. All participants were right handed and were native speakers of American English. The Human Research Protection Program at the University of Minnesota approved the research protocol and all participants provided informed consent prior to beginning the study.

2.2. Stimuli

2.2.1. Stimuli for ERP measures

The consonant-vowel (CV) syllables, /ba/, /da/, and /bu/, were synthesized with the HLsyn software program (Sensimetrics Corporation, USA) using a 10 kHz sampling rate (Koerner and Zhang, 2015). All of the syllables were 170 ms in duration with a steady fundamental frequency of 100 Hz and a steady F4 at 3300 Hz. The HLsyn software generated formant transitions in the first 50 ms of the CV syllables with onset frequencies at 328 Hz, 1071 Hz, and 2298 Hz respectively for F1, F2, and F3 of the /ba/ sound. For /da/, the F1, F2, and F3 onset frequencies were 362 Hz, 1832 Hz, and 2540 Hz, and for /bu/, the formant onset frequencies were at 230 Hz, 900 Hz, and 2480 Hz. The steady center F1, F2, and F3 frequencies for the vowel portion (50–170 ms) of the /ba/ and /da/ syllables were 674 Hz, 1140 Hz, and 2350 Hz. The steady center F1, F2, and F3 frequencies for the vowel portion of /bu/ were 320 Hz, 860 Hz, and 2620 Hz, respectively. The background noise used in this study was a four-talker speech babble noise that was adopted from the Quick Speech In Noise Test (Quick-SIN) (Niquette et al., 2001). All of the CV syllables and the noise stimuli were resampled at 44.1 kHz and were normalized to create a ~3 dB SNR using Sony SoundForge 9.0 (Sony Creative Software, USA) (Koerner and Zhang, 2015).
2.2.2. Stimuli for behavioral measures

The CV syllables were utilized in an active listening condition (described below) in order to obtain percent correct phoneme change-discrimination as well as response reaction time. Participants also listened to IEEE sentences (IEEE, 1969) in both the quiet and four-talker speech babble masker conditions to obtain sentence recognition scores.

2.3. Procedure

All testing was conducted in an electrically and acoustically treated booth (ETS-Lindgren Acoustic Systems). The reported EEG data were taken from a larger scale study with a two-hour recording session including both passive and active listening conditions (Koerner and Zhang, 2015; Koerner et al., 2013). The CV syllable stimuli were presented using EEvoked software (ANT Inc., Netherlands) via bilateral Etymotic ER-2 insert headphones. The speech signal was presented at 60 dB SL relative to the individual participants’ hearing thresholds at 1 kHz (Koerner and Zhang, 2015). Participants were presented with two different conditions: signals in quiet and signals in a four-talker speech babble noise at a –3 dB SNR in both EEG and behavioral tests.

In the stimulus presentation order in the double-oddball paradigm was pseudo-randomized so that no two deviants were presented in succession and that no blocks began with a deviant stimulus. Two speech contrasts were included in the double-oddball paradigm: a vowel change (from /ba/ to /bu/) and a consonant change (from /ba/ to /da/). The vowels /a/ and /u/ are both back vowels, which differ primarily in F1 in the steady vowel portion (Ladefoged, 2006). On the other hand, the /b/ and /d/ consonants, represent transient fluctuations in F1 in the steady vowel portion (Ladefoged, 2006; Miller and Nicely, 1955). The standard stimulus /ba/ had a probability of occurrence of 0.75 and the two deviant stimuli, /da/ and /bu/, each had a probability of occurrence of 0.125. Each condition consisted of 10 blocks for a total of 832 trials for standard stimuli and 104 trials for each deviant stimulus. Both /da/ and /bu/ were presented as standard stimuli in 4 separate alternating blocks of 30 repetitions for a total of 120 repetitions of each stimulus. Neural responses to these “standard” presentations of /da/ and /bu/ were subtracted from the same syllables when they were presented as deviant stimuli in the double-oddball paradigm. Kraus et al. (1995a,b) advocated the use of a “deviant alone” recording session when there might be large acoustic confounds (in our case, consonant vs. vowel contrasts) in the interpreting the MMN data. This method of ERP subtraction is used to obtain the “identity MMN,” which controls for potential acoustic confounds from simple deviant-minus-standard subtraction (Zhang et al., 2005; Pulvermüller and Shtyrov, 2006). The interstimulus interval (ISI) was randomized from trial to trial within the range of 600–700 ms. The inter-block interval was 5 s. The quiet and noise conditions were counter-balanced across subjects to reduce potential test order effects. During the MMN recording session, participants were instructed to relax, minimize excessive movements (including blinking), and stay awake while watching a muted movie of their choice with subtitles and ignoring the auditory stimuli played through the headphones.

Behavioral responses for syllable detection were recorded from a separate discrimination task using the same trials and presentation levels as in the double-oddball paradigm. Unlike the MMN recording session, no muted movie was presented. Instead, the participants were asked to focus their attention on detecting sound changes and make a button-press response using a desktop keyboard whenever they heard a deviant stimulus. This was followed by an additional 30-min behavioral session where speech intelligibility responses to randomized lists of IEEE sentences presented through TDH-39 headphones were recorded. During this speech intelligibility test session, participants were instructed to repeat out loud word by word, as best as they could, the IEEE sentences they heard. Their word-by-word responses were then evaluated by a certified audiologist for recognition accuracy.

2.4. Data analysis

2.4.1. ERP measures

Continuous EEG data were recorded using the Advanced Neuro Technology EEG System (Advanced Source Analysis version 4.7) and a 64-channel Ag AgCl electrode WaveGuard cap with a REFA-72 amplifier (TMS International BV) (bandwidth = 0.016–200 Hz, sampling rate = 512 Hz). The average impedance of electrodes was below 5 kohms. ERP waveform analysis was completed offline in BESA (Version 6.0, MEGIS Software GmbH, Germany). The EEG data were bandpass filtered at 0.5–40 Hz. The ERP epoch length consisted of a 100 ms prestimulus baseline and a 700 ms poststimulus interval. Automatic artifact rejection criteria were set at ±50 μV. The MMN was analyzed with a common average reference at the Cz electrode. Based on the grand average waveforms in the quiet and noise conditions, MMN peak latency, relative to the pre-stimulus interval, was assessed within the time window of 100–300 ms. The MMN amplitude quantification used an integration (averaging) window of 10 ms centered at peak (Rao et al., 2010).

Spectral power analysis was completed using the subtracted MMN waveform at electrode Cz with the newtimef function in EEGLAB (Delorme and Makeig, 2004). A short-term Fourier Transform (STFT) with Hanning window tapering (Koerner and Zhang, 2015), which is recommended for the analysis of low frequency activities, was adopted to extract the logarithmetic spectra power for the theta band. The modified STFT method in EEGLAB used overlapping sliding windows that are adapted to the target frequency bins to overcome limitations due to the use of fixed windows in conventional analysis. Zero-paddling was applied for short epochs with insufficient sample points for the Fourier transform. The time window used for our time-frequency analysis represented the entire analysis epoch, including the pre-stimulus baseline from –100 to 700 ms, and estimated frequencies were from 0.5 to 40 Hz with a step interval of 0.5 Hz (Koerner and Zhang, 2015).

All statistical analyses from both the AERP and behavioral portions of the study were analyzed in R (R Core Team, 2014). A repeated measures analysis of variance (RM-ANOVA), with x = 0.05, was conducted to examine the statistical significance of stimulus type (/da/ or /bu/), condition (quiet or noise), and any potential interactions (stimulus x condition) on MMN latency, amplitude, and spectral power recorded at electrode Cz. Where significant interaction effects were observed, tests of simple main effects and post hoc two-tailed t-tests for selected factors of interest were also conducted to evaluate how consonant and vowel changes were processed differently in quiet and noise.

2.4.2. Behavioral measures

In the phoneme discrimination test, the percent correct scores and reaction time for the detection of consonant and vowel changes in the double-oddball paradigm were obtained from the button-press responses recorded during the quiet and noise conditions. A RM-ANOVA was completed to investigate the statistical significance of stimulus type (/da/ or /bu/), condition (quiet or noise), and any potential interactions (stimulus x condition) on behavioral discrimination accuracy and reaction time.

In the speech intelligibility test, the IEEE lists consisted of 10 low context sentences with 5 key words in each sentence. For both the
quiet and noise conditions, two sentence lists of 50 key words were presented from one female and one male talker for a total of 100 key words per listening condition. Participants repeated key words from 4 randomized lists of 10 behavioral IEEE sentences (IEEE, 1969) and percent correct scores for key words were recorded. An additional RM-ANOVA was carried out to examine the significance of listening condition (quiet vs. noise) on IEEE sentence recognition.

2.4.3. Linear mixed-effects model analysis

Using R (R Core Team, 2014) and the nlme package (Pinheiro et al., 2016), linear mixed-effects models were developed to examine whether the MMN measures were predictive of behavioral speech perception at both the syllable- and sentence-level. LME models are extension of linear regression models, which are particularly useful in settings involving repeated measures with coefficients that can vary with respect to one or more grouping variables. Regression analyses have previously been used to examine whether combinations of ERP data collected from individual subjects are viable predictors of behavioral speech perception across different listening conditions (Billings et al., 2013; Billings et al., 2015). Data transformations included re-scaling MMN latency and behavioral reaction time values. Additionally, the behavioral percent correct phoneme detection and sentence recognition variables were log transformed to account for skewness in the data that was observed during visual analysis.

Participants were used as a “by-subject” random effect in each linear mixed-effect model. Listening condition (quiet vs. noise) and stimulus (/bu/ vs. /da/) were included as blocking variables. We then added MMN latency, amplitude, and theta power as fixed effects in order to predict percent correct phoneme detection and reaction time. Similar models were developed to evaluate whether the MMN was able to predict sentence-level perception. In implementing the LME models, we first transformed the original data to alleviate large skewness and difference in magnitudes. The significance of each fixed effect in predicting each behavioral outcome measure was assessed with \( \alpha = 0.05 \).

3. Results

Analysis of behavioral data revealed noise-induced increases in reaction time for phoneme discrimination as well as reductions in percent correct phoneme discrimination and sentence recognition (Table 1). In the ERP analysis, the presence of speech-babble background noise increased MMN latency and decreased MMN amplitude (Fig. 1 and Table 2), which was accompanied by decreased MMN spectral power in the theta frequency band (Table 2). Linear mixed-effects regression analysis revealed several significant neural predictors of behavioral perception at the phoneme and sentence-level (Table 3).

### Table 1

<table>
<thead>
<tr>
<th>Behavioral measure</th>
<th>Listening condition</th>
<th>Quiet</th>
<th>Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>/bu/ detection (%)</td>
<td>98.20 (0.6)</td>
<td>91.79 (2.22)</td>
<td></td>
</tr>
<tr>
<td>/da/ detection (%)</td>
<td>92.68 (1.63)</td>
<td>34.05 (4.03)</td>
<td></td>
</tr>
<tr>
<td>Sentence recognition (%)</td>
<td>92.27 (0.37)</td>
<td>67.53 (3.77)</td>
<td></td>
</tr>
<tr>
<td>/bu/ response time (ms)</td>
<td>468.04 (10.01)</td>
<td>551.51 (16.83)</td>
<td></td>
</tr>
<tr>
<td>/da/ response time (ms)</td>
<td>510.98 (12.61)</td>
<td>621.91 (12.10)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.1. Behavioral phoneme discrimination and sentence recognition

RM-ANOVA results revealed that the presence of background noise significantly prolonged behavioral reaction time during phoneme discrimination (\( F(1,14) = 41.4, p < 0.001 \)) (Table 1). Additionally, reaction time was significantly shorter during behavioral discrimination of the vowel change (from /ba/ to /bu/) compared to the consonant change (from /ba/ to /da/) (\( F(1,14) = 24.95, p < 0.001 \)). Performance accuracy in noise was significantly poorer compared to the quiet listening condition (\( F(1,14) = 179.1, p < 0.001 \)). As expected, there was also a significant stimulus effect with better accuracy for detecting the vowel change (\( F(1,14) = 232.3, p < 0.001 \)). A significant interaction between listening condition and stimulus indicated a differential effect of noise on the two deviant stimuli (\( F(1,14) = 223.2, p < 0.001 \)) with a larger noise-induced decline in behavioral performance for detecting the consonant change. Post hoc comparisons of the two speech syllables revealed that the introduction of background noise significantly decreased percent correct detection of /da/ (\( t(14) = 15.50, p < 0.001 \)) and had a smaller, but still significant impact on the detection of /bu/ (\( t(14) = 3.37, p < 0.01 \)). Noise-induced reduction in performance was also seen in behavioral sentence recognition (\( F(1,14) = 72.15, p < 0.001 \)).

### 3.2. Amplitude and latency measures for averaged MMN response

RM-ANOVA results showed significant effects of speech babble background noise on MMN latency (\( F(1,14) = 29.43, p < 0.001 \)) and amplitude (\( F(1,14) = 32.52, p < 0.001 \)) (Table 2 and Fig. 1). The presence of noise led to a significant increase in the MMN latency and decrease in amplitude during passive speech perception. Additionally, there were significant differences in latency (\( F(1,14) = 17.84, p < 0.001 \)) between the two deviant syllables /da/ and /bu/ across the quiet and noise conditions. The MMN for /da/ peaked later than that for /bu/. A significant interaction effect was found between stimulus and condition for the MMN amplitude measure (\( F(1,14) = 18.77, p < 0.001 \)), indicating that noise had a differential effect on the neural processing of the consonant and vowel change. Further t-tests showed that a large reduction in MMN amplitude occurred for the AERP recorded in response to the more salient CV syllable /bu/ (\( t(14) = -6.30, p < 0.01 \)) but not in response to /da/ (\( t(14) = -0.65, p = 0.528 \)). Conversely, significant increases in MMN latency occurred for both the CV syllable /bu/ (\( t(14) = 3.18, p < 0.01 \)) and /da/ (\( t(14) = 4.97, p < 0.01 \)). In addition, MMN responses to /da/ and /bu/ in quiet were significantly different in terms of amplitude (\( t(14) = 3.61, p < 0.01 \)) and latency (\( t(14) = 3.92, p < 0.01 \)).

### 3.3. MMN spectral power

As predicted, MMN spectral power in the theta band was significantly reduced in background noise compared to the quiet condition across the two deviant CV stimuli (\( F(1,14) = 19.37, p < 0.001 \)) (Table 2). There was also a main effect of stimulus with /da/ showing significantly lower theta power than /bu/ (\( F(1,14) = 11.21, p < 0.01 \)). A significant stimulus by condition interaction was found (\( F(1,14) = 10, p < 0.01 \)). Further t-tests showed a large reduction in power to the CV syllable /bu/ in noise (\( t(14) = 5.60, p < 0.001 \)) but not in response to /da/ (\( t(14) = 0.45, p = 0.661 \)). In addition, theta power in response to /da/ was significantly different from that of /bu/ in quiet (\( t(14) = -4.33, p < 0.001 \)).
3.4. Linear mixed-effects model results

Linear mixed-effects regression analysis revealed that MMN latency ($F(1,40) = 7.86, p < 0.01$) and theta power ($F(1,40) = 6.61, p < 0.05$) were significant predictors of behavioral phoneme detection accuracy across conditions and stimuli. Additionally, MMN amplitude for phoneme detection showed a trend of approaching significance as a predictor of behavioral accuracy ($F(1,40) = 3.10, p = 0.086$). Linear mixed-effects regression analysis also revealed that theta power was significantly correlated with MMN latency ($F(1,42) = 5.61, p < 0.05$) and amplitude ($F(1,42) = 11.28, p < 0.01$). In contrast, there was no significant correlation between any of the MMN measures and the behavioral reaction time data (MMN latency ($F(1,40) = 0.00, p = 0.996$), amplitude ($F(1,40) = 0.00, p = 0.961$), and theta power ($F(1,40) = 0.37, p = 0.547$)). In the analysis for behavioral sentence-level scores, the MMN amplitude in response to /bu/ was the only significant predictor of behavioral performance ($F(1,11) = 7.21, p < 0.05$) (see Table 3 for a summary of regression model outputs for each behavioral outcome measure).

As the residual plots of all models showed no sign of any significant trend or heteroscedastic variance, we do not expect any potential improvement from the use of non-linear models. As all the residuals appear normally distributed, we also do not expect better results (in terms of finding more or stronger brain-behavior correlations in the current data set) from generalized linear models.

![Fig. 1. Grand mean AERP waveforms averaged across participants in response to the standard (blue) and deviant (red) stimuli (top row: /bu/, bottom row: /da/) for quiet and noise conditions at electrode Cz with shaded standard error envelopes.](image)

### Table 2

<table>
<thead>
<tr>
<th>Latency (ms)</th>
<th>Amplitude ($\mu$V)</th>
<th>Spectral power (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quiet</td>
<td>Noise</td>
</tr>
<tr>
<td>/bu/</td>
<td>171.88 (10.53)</td>
<td>236.98 (14.80)</td>
</tr>
<tr>
<td>/da/</td>
<td>228.26 (13.79)</td>
<td>293.10 (11.45)</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>Percent correct phoneme detection</th>
<th>Percent correct phoneme detection</th>
<th>Percent correct sentence recognition (/bu/)</th>
<th>Percent correct sentence recognition (/da/)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$161.51^{**}$</td>
<td>$4199.98^{***}$</td>
<td>$431.41^{***}$</td>
<td>$335.12^{***}$</td>
</tr>
<tr>
<td>Condition</td>
<td>$131.68^{***}$</td>
<td>$61.92^{***}$</td>
<td>$291.32^{***}$</td>
<td>$247.69^{***}$</td>
</tr>
<tr>
<td>Stimulus</td>
<td>$114.20^{***}$</td>
<td>$21.05^{***}$</td>
<td>$7.21^{*}$</td>
<td></td>
</tr>
<tr>
<td>Latency</td>
<td>$7.86^{*}$</td>
<td>$0.000$</td>
<td>$1.24$</td>
<td></td>
</tr>
<tr>
<td>Amplitude</td>
<td>$3.10$</td>
<td>$0.002$</td>
<td>$0.46$</td>
<td></td>
</tr>
<tr>
<td>Theta power</td>
<td>$6.61^{*}$</td>
<td>$0.368$</td>
<td>$0.41$</td>
<td>$1.50$</td>
</tr>
</tbody>
</table>

$^{***}$p < 0.001, $^{**}$p < 0.01, $^*$p < 0.05, p < 0.10.
4. Discussion

This study was designed to examine the effects of background noise on the MMN recorded in response to a consonant versus vowel change and to determine whether noise-induced variations in these objective cortical measures are able to predict segmental- and sentence-level behavioral speech recognition in noise.

4.1. Noise-induced decreases in behavioral accuracy and increases in response time

Our overall results are consistent with previous studies that have examined the effects of noise on the behavioral perception of consonant and vowel stimuli (Miller and Nicely, 1955; Parikh and Loizou, 2005; Phatak and Allen, 2007; Pickett, 1957). Although all behavioral measures were negatively impacted by the introduction of background noise, our data showed consistently lower performance for detecting a consonant change across the two listening conditions. It is well known that the important perceptual cues contained in consonants differ from those in vowels (Ladefoged, 2006). Consonants tend to be aperiodic, weaker in acoustic energy and have faster formant transitions that may induce more susceptibility to the deleterious effects of noise compared to more salient and sustained vowel cues. Parikh and Loizou (2005) reported that even at poor SNRs (signal-to-noise ratios), vowels still had relatively intact F1 cues and partial F2 cues available for vowel identification, and although performance was still high in noise, several features known to be associated with consonant place of articulation identification were significantly impacted.

This difference in acoustic susceptibility to noise masking implies that the relative importance of consonant and vowel categories to overall speech perception may shift in the presence of noise. It has been shown that low- and high-frequency acoustic landmarks in consonant sounds provide useful information for word boundary segmentation and accurate sentence recognition, and that disruption of these landmarks by background noise produces errors in the perception of voicing and place of articulation cues (Li and Loizou, 2008). In fact, when Owren and Cardillo (2006) replaced consonant or vowel segments with silence in a same/different word-meaning task, they found that listeners were better able to perceive words with consonant-only information compared to vowel-only stimuli. However, several studies have shown that vowels tend to contribute more than consonants to sentence intelligibility (Cole et al., 1996; Fogerty and Kewley-Port, 2009; Kewley-Port et al., 2007, potentially due to contributions from amplitude envelope and temporal fine structure cues contained within vowel segments in meaningful, sentence-level contexts compared to word recognition tasks (Fogerty and Humes, 2012). For instance, when consonant or vowel segments were removed from sentence stimuli and replaced with noise, both Cole et al. (1996) and Kewley-Port et al. (2007) found superior sentence recognition performance when listeners had access to vowel-only information compared to consonant-only information, but showed no differences in performance on a word intelligibility task (Fogerty and Humes, 2010). Although these studies did not compare quiet and noise listening conditions, they revealed that consonants and vowels might play different roles in speech understanding under different linguistic contexts. Examining how background noise affects the processing of consonants and vowels and how these differential effects are reflected at the cortical level is important for understanding underlying causes of variability and decreased performance during speech perception in noise.

4.2. Differential effects of noise on the neural processing of consonants and vowels

Consistent with the behavioral results, our neurophysiological data revealed that when stimuli were presented in a double-oddball paradigm in quiet, the MMN responses to the consonant change were weaker than those to the vowel change. It is known that measures of neural processing time and magnitude of cortical activation in response to a target stimulus are dependent on the magnitude of deviation from the standard stimulus (Pakarien et al., 2013; Sams et al., 1985). Since our behavioral results showed significantly poorer performance for detection of the consonant change compared to the vowel change, a possible straightforward explanation for the same patterns in the behavioral data and MMN data in quiet is simply that the /ba/-/da/ contrast represented a smaller, or more subtle, acoustic change than the competing /ba/-/bu/ contrast.

However, the acoustics-based explanation has difficulty in accounting for noise-induced MMN changes, which appeared to show a different pattern from the behavioral data. While the overall pattern of noise-induced latency increase and amplitude decrease in MMN to both deviants in our study replicated previous findings (Kozou et al., 2005; Martin and Stapells, 2005; Martin et al., 1999; Muller-Gass et al., 2001), the background noise appeared to affect the detection of the vowel change more than the detection of the consonant change. Similar results were provided by Niemitalo-Haapola et al. (2015), who found a larger noise-induced MMN reduction in response to /e/-/i/ vowel changes, such that no significant MMN for a vowel change was recorded in noise, compared to a reduced, yet still present MMN to /p/-/k/ consonant changes in normally developing toddlers. Why would the background noise have a greater influence on the MMN for the more salient speech contrast? A possible explanation is that the larger noise-induced effects on pre-attentive neural processing of the more salient vowel cue could arise due to the need to internally resolve consonant information in background noise when consonant and vowel changes are juxtaposed in a double-oddball paradigm. This could imply that information contained in consonant segments might contribute more to speech perception in adverse listening environments. However, there are other important factors to consider if we extend the interpretation to sentence-level processing in noise as the relative importance of consonant and vowel cues may change depending on the level of lexical information available (Fogerty and Humes, 2010, 2012).

As we did not include nonspeech control stimuli in the current study, we could not rule out the possibility that the differences between vowel and consonant processing that we observed might reflect general auditory mechanisms of acoustic processing rather than phonemic processing. Moreover, as the current study tested only one consonant contrast and one vowel contrast, it remains to be tested whether the same phenomena would hold for other vowels/consonants. The advantage of the double oddball paradigm in the present study is that it allows us to directly compare how noise affects neural sensitivity to consonant and vowel contrasts at the pre-attentive level. Previous behavioral studies have shown the relative importance of consonant and vowel segments for speech intelligibility (Cole et al., 1996; Fogerty and Humes, 2010, 2012; Fogerty and Kewley-Port, 2009; Kewley-Port et al., 2007, 2008; Owren and Cardillo, 2006). Brain research further indicates that consonants and vowels are processed by distinct neural mechanisms (Caramazza et al., 2000; Carreiras et al., 2009; Carreiras and Price, 2008). Although differential effects of noise on speech sounds have been found in neurophysiological studies (Anderson et al., 2010b; Cunningham et al., 2002; Cunningham et al., 2001; Russo et al., 2004; Song et al., 2011), these studies only examined
wide range of performance on the speech perception tasks in order of the neural response, which reflects coding of rapidly changing stimulus features that are characteristic of consonant sounds. Additionally, previous ERP studies that examined the effect of noise on speech processing only used one phonemic contrast in an oddball paradigm, representing either a single consonant change or a vowel change (Bennett et al., 2012; Kozou et al., 2005; Martin et al., 1997; Martin and Stapells, 2005; Martin et al., 1999; Whiting et al., 1998; Muller-Gass et al., 2001). While the use of new multi-feature recording paradigms with several juxtaposed “deviant” stimulus—changes allow for a comparison of MMN responses to deviant consonant and vowel changes in direct competition (Näätänen et al., 2004; Pakarinen et al., 2013; Pakarinen et al., 2007), these studies typically only tested stimuli in quiet. The results showed that consonant changes were more difficult to detect than vowel changes (Pakarinen et al., 2009), which were replicated in our quiet condition.

Overall, the MMN amplitude and latency results may suggest that consonants and vowels play different roles in speech processing, which has both theoretical and practical implications for understanding theories of speech perception and developing strategies for improving speech understanding in noise. For instance, performance may be improved by making some speech sound features more accessible through rehabilitation options such as amplification from hearing aids or by training listeners to attend to important cues contained in certain speech segments. These strategies could be tested using neural measures to examine whether reductions in noise-induced cortical effects are observed during speech perception in noise after rehabilitation or training.

4.3. Theta power modulation and speech perception in noise

Although it has already been established that event-related cortical oscillations in the theta frequency band are associated with linguistic processing of phonemic contrasts (Jin et al., 2014), little is known about the effects of noise on theta power modulation during pre-attentive speech discrimination. Our results are consistent with previous findings that reveal the importance of the theta frequency band in the pre-attentive neural processing of auditory deviant stimuli in quiet (Choi et al., 2013; Fuentemilla et al., 2008; Ko et al., 2012; Hsiao et al., 2009, 2010). Furthermore, we demonstrated that noise significantly decreased theta power in response to both speech stimuli.

Research examining neurocognitive linguistic development in infants has also shown that measures of EEG spectral power modulation are sensitive to stimulus features (Radic ević et al., 2008; Santesso et al., 2007; Zhang et al., 2011). For instance, Zhang et al. (2011) found that when infants passively listened to the vowel /i/ in alternating blocks of exaggerated infant-directed or unexaggerated adult-directed speech in quiet, ERPs were enhanced and EEG spectral power in the theta band was stronger in response to the more prominent vowel. Our theta power modulation data are consistent with these findings, showing stronger spectral power for the salient vowel change in quiet. In the meanwhile, the spectral power of theta band also showed that neural processing of the more prominent vowel change had larger noise-induced effects in comparison with the consonant change.

4.4. The MMN as a neurophysiological marker of behavior

We chose to use a −3 dB SNR in this study to purposely evoke a wide range of performance on the speech perception tasks in order to examine brain—behavior correlations. Pilot data in our lab (Koerner et al., 2013) revealed that this noise level induced a range of performance in the detection of the easier vowel change and more difficult consonant change, as well as sentence recognition, without ceiling or floor effects. Based on previous studies showing correlations between speech-evoked neural responses and behavioral speech perception in noise (Anderson et al., 2010a, 2010b, 2011; Bennett et al., 2012; Billings et al., 2013, 2015; Cunningham et al., 2001; Martin and Stapells, 2005; Martin et al., 1999; Muller-Gass et al., 2001; Song et al., 2011), we presumed that this range of behavioral performance would be reflected in measures of pre-attentive cortical speech processing.

As expected, our results confirmed that the MMN could serve as a neurophysiological predictor of behavioral speech perception at both the syllable level and sentence level. Our data are consistent with previous studies that have examined relationships between the speech-evoked MMN and behavioral performance at the segmental level (Martin and Stapells, 2005; Martin et al., 1999; Muller-Gass et al., 2001). Using a /ba/-/da/ syllable contrast, Martin et al. (1999) examined the effects of decreased audibility on the MMN in normal hearing listeners using different high-pass noise filters and found significant correlations between noise-induced variations in behavioral phoneme-change detection sensitivity and MMN amplitude as well as behavioral reaction time and MMN latency. Our results add to this current body of knowledge by providing information about the ability of the MMN to reflect noise-induced variability in behavioral performance when measured in response to a both consonant and a vowel change, and more importantly, how it relates to sentence-level performance.

Although MMN latency and theta power were significant predictors of percent correct phoneme detection, none of these variables significantly predicted behavioral reaction time for phoneme detection. Martin et al. (1999) reported a significant correlation between MMN latency and behavioral reaction time; however, they reported that the correlation was weak, especially when compared to the relationship between MMN amplitude and behavioral sensitivity. These results imply that the MMN is accurate in assessing behavioral phoneme detection accuracy, but may not provide strong predictive information about timing of the conscious decision—making process. This may be explained by the fact that the MMN is an obligatory response that reflects pre-attentive auditory discrimination; it is expected that the presence of an MMN would be associated with the ability to behaviorally discriminate between stimuli. However, participants may differ in how conservative or liberal they are in making a response during an auditory discrimination task, which would greatly impact behavioral reaction time. Therefore, the active P3 response, which is thought to reflect completion in the decision making process (Picton, 1992), may be a better indicator of behavioral reaction time than the pre-attentive MMN (Martin et al., 1997; Whiting et al., 1998).

While MMN amplitude in response to /bu/ (i.e., the vowel change) was a significant predictor of sentence-level speech intelligibility scores, MMN latency, amplitude, and theta power in response to /da/ (i.e., the consonant change) were not. The inability of the MMN in response to the consonant change to predict behavioral sentence recognition could be due to the lack of significant differences between the quiet and noise listening conditions in MMN amplitude or theta power.

Our analysis revealed that theta power was a significant predictor of both MMN latency and amplitude. Similarly, significant correlations were found between theta power and MMN amplitude in studies examining MMN attenuation in clinical populations with schizophrenia using tonal stimulus contrasts (Hong et al., 2012; Kaser et al., 2013). These relationships suggest that our noise-
induced MMN changes were mediated by the strength of synchronisation of event-related oscillations during pre-attentive discrimination of speech contrasts. Our data confirm that using time-frequency analysis to obtain a measure of theta power represents an additional tool for examining speech-evoked MMN and its susceptibility to noise.

4.5. Novelty, limitations and future directions

To our knowledge, this is the first study to examine whether noise-induced changes in the MMN reflect variability in higher-level speech perception across quiet and noise conditions. Previous studies have examined relationships between AERPs and behavioral sentence recognition in noise (Bennett et al., 2012; Bidelman and Howell, 2016; Billings et al., 2013, 2015; Parbery-Clark et al., 2011), but none have examined pre-attentive auditory change-detection as a neurophysiological predictor of behavior both in quiet and in noise. Novel results from linear mixed-effects models showed that both MMN latency and amplitude may reflect variability in behavioral performance. Additionally, this study provided novel information regarding the ability of theta power modulation across quiet and noise conditions to predict behavioral speech perception abilities, which suggests that phase alignment and/or spectral power modulation of the theta oscillation within a neural population for the generation of the MMN response can be reflected in behavioral performance. These results imply that the theta spectral power measure represents an additional tool for predicting the effects of noise on behavioral speech perception. The use of event-related cortical oscillations allows for a deeper examination of underlying neural processes that are implicated in noise, which possibly contribute to the wide range of variability seen in measures of speech perception in noise across listeners.

These novel results have implications for the clinical utility of the MMN as an obligatory cortical measure of more “real world” speech perception abilities, as it appears as if pre-attentive cortical measures can be used to predict sentence-level behavioral performance across stimuli and conditions. The pre-attentive MMN and measures of event-related cortical oscillations could prove useful in examining speech-processing abilities in clinical populations who are unable to provide consistent or reliable behavioral responses, such as adults with cognitive impairments or infants. For instance, pediatric hearing aid fittings may employ a measure of pre-attentive cortical auditory discrimination to examine pre- to post-fitting improvements in speech processing at the phonemic level. Additionally, pre-attentive cortical responses at the segmental level could be compared pre- and post-auditory training not only to assess the success of the program, but also to predict relative improvements in higher-level speech-in-noise perception in adults. In order to determine the reliability of the MMN as a neurophysiological correlate of behavioral perception at the individual level and further the practical field, additional stimuli, noise conditions, and participant populations, such as those with hearing loss, cochlear implants, or auditory processing disorders, should be tested to examine whether these significant effects generalize to other listening situations. Moreover, since our data showed lower variance for MMN amplitude and theta power values to the consonant change relative to the vowel change, further assessments should evaluate the predictive power of the MMN for a consonant change that shows greater variance in noise. This would add to our theoretical knowledge by allowing for an evaluation of whether neural responses to the consonant or vowel change are better predictors of individual speech performance, which may contribute to a better understanding of the relative contributions of consonant and vowel information in speech perception across different listening contexts.

A current barrier to using the MMN for any clinical assessment of speech processing is the wide range of variability in individual responses even when behavioral performance is at a fixed level (Kurtzberg et al., 1995; Lang et al., 1995; Martin et al., 1999, 2008; Näätänen et al., 2007; Näätänen, 1995; Stapells, 2002). Future research may evaluate whether the spectral power analysis for targeted cortical rhythms would provide a more robust measure than MMN latency or amplitude, which can have strong practical implications for assessing event-related cortical oscillations in clinical populations with speech perception difficulties and potentially monitoring intervention outcomes.

Since our behavioral auditory change-discrimination data showed differences in the effects of noise on consonant and vowel perception compared to the pre-attentive cortical responses, future research should examine how noise impacts change detection in an active listening condition in the double-oddball paradigm by analyzing the P3 responses. This would help determine the roles that attention and listening context play in the neural processing of consonants and vowels in adverse listening conditions. Additionally, the present study only used three CV speech stimuli, representing only one consonant and one vowel change. Due to time constraints and study design, only one noise condition was tested. It is necessary to test additional stimuli and noise levels to determine how these two speech sound classes are affected by background noise at different SNRs. It is possible that the noise level may cause shifts in differential neural processing of consonant and vowel stimuli depending on attentional demand. Additionally, non-speech acoustic control stimuli (e.g., Zhang et al., 2005) should be examined to determine whether the MMN data as reported in the current study truly reflected consonant and vowel processing or general auditory mechanisms of detecting distinct acoustic changes. Furthermore, data from hearing-impaired listeners should be evaluated, as these listeners most often have reports of difficulty listening to speech in noise even after auditorily is improved via amplification from hearing aids.

5. Conclusion

This study aimed to determine whether variations in cortical speech-evoked MMN latency, amplitude, and spectral power measures in response to a consonant and vowel change could predict behavioral speech perception abilities at both syllable and sentence levels across quiet and noise conditions. Results were consistent with our predictions that there is a correlation between MMN amplitude and EEG power in the theta frequency band. As expected, the speech-babble background noise had a differential effect on the neural processing of the consonant and vowel changes. On average, MMN responses to the CV syllable /da/ had longer latencies, smaller amplitudes, and less power in the theta frequency band across quiet and noise conditions compared to /bu/. However, it was unexpected that the addition of background noise would have a greater effect on the neural processing of the more salient vowel change when compared to the quiet condition. Finally, consistent with our expectations, the objective MMN measure in a double-oddball paradigm was a significant predictor of variations in behavioral percent correct detection of segmental-level speech stimuli as well as higher-level sentence recognition. The relevance and utility of the reported measures for potential clinical applications require further studies with different populations, stimuli, and experimental conditions.
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