Chapter 2 Multivariate Distributions

2.1 Distributions of Two Random Variables
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Bivariate random vector

Definition
A random variable is a function from a sample space C to R.

Definition
An n-dim random vector is a function from C to R".
» A 2-dim random vector is also called a bivariate random
variable.

Remark: X = (X, X»)" assigns to each element c of the
sample space C exactly one ordered pair of numbers X (c) = z;
and Xs(c) = xo.
Example

Height and weight of respondent.

Fuel consumption and hours on an engine.
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Discrete Random Variables'



Joint probability mass function

Definition
A joint probability mass function
Px1, X (21, x2) = p(X1 = 21, X2 = x2) (or p(x1, T2))
with space (x1,x2) € S has the properties that
(@ 0<p(z1,z2) <1,

(0) > (2, w0)es P(1,32) =1,
(€) P[(X1,X2) € Al =324, 2)eaP(@1, 72).
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Example

A restaurant serves three fixed-price dinners costing $7, $9, and
$10. For a randomly selected couple dinning at this restaurant, let
X1 = the cost of the man’s dinner and

X9 = the cost of the woman’s dinner.

The joint pmf of X; and X is given in the following table:

I
7 9 10
7 10.06 0.05 0.10
z2 9 |0.05 010 0.35
10 | 0.00 0.20 0.10

» What is the probability of P(X; > 9, X2 < 9)? 0.60.
» Does man’s dinner cost more?
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Marginal probability mass function

Definition
Suppose that X; and X have the joint pmf p(x1, z2). Then the
pmf for X;, denoted by p;(+), i = 1,2 is the marginal pmf.

Note p1(z1) = >_,, p(z1,22) and pa(z2) = >, p(z1, 22).

Example Find the marginal pmf of the previous example.

1 T2
7 9 10 7 9 10
0.10 035 0.55 0.20 0.50 0.30
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Let X; =Smaller die face, Xy =Larger die face, when rolling a pair
of two dice. The following table shows a partition of the sample
space into 21 events.

2/36 2/36 2/36 2/36 1/36 0
2/36 2/36 2/36 2/36 2/36 1/36

X1

1 2 3 4 5 6
1[1/36 0 0 0 0 0
212/36 1/36 0 0 0 0
zo 312/36 2/36 1/36 0 0 0
412/36 2/36 2/36 1/36 0 0

5

6

Find the marginal pmf’s.
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Expectation — discrete random variables

Definition
Let Y = u(X;, X2). Then, Y is a random variable and

Elu(X1, X2)] ZZ u(xy, xo)p(x1,x2)

1 T2

under the condition that

D (s, w2)lpler, 22)| < 0o

1 T2

Example
Find F(max{ X1, X»}) for the restaurant problem. 9.65.
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Continuous Random Variables'



Joint density function

A joint density function fx, x,(x1,2z2) (or f(x1,z2)) with space
(x1,z2) € S has the properties that

(@ f(x1,22) >0,
(0) Jizya9)es £ (@1, w2)dardas = 1,
() P[(X1,X2) e Al = [

(21,22

)EA f(ﬂ?l, :Ug)dﬂfldl‘g.
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Let X7 and X, be continuous random variables with joint density
function

f(x l’)— 4x1x9 for0<x1,x2<1
L2270 0 otherwise.

Find P(1/4 < X1 <3/4;1/2 < X5 < 1).
Find P(X; < X»).
Find P(X| + X5 < 1).

Solution:

1 3/4
/ / 4131:E2d$1dl’2 = 3/8 = 0.375.
1/2J1/4

1 X9
/ / 4x1x2d$1dx2 = 1/2 =0.5.
0 0

1 1—xo
/ / 41’1$2d1’1d1’2 = 1/6 =0.167.
0 0



Marginal probability density function

Suppose that X; and X have the joint pdf f(z1, 22). Then the pdf
for X;, denoted by f;(-), i = 1,2 is the marginal pdf.

Note: fi(z1) = [,, f(z1,22)dv2 and fo(x2) = [, f(21,22)d21.

Example
Find the marginal pdf from the previous problem.

Solution:

fi(x) = fa(z) =

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Let X; and X5 be continuous random variables with joint density
function

Fla1,29) = crize for0<x <ao <1
L2277 0 otherwise.

Find c.
Find P(Xl + Xo < 1).
Find marginal probability density function of X; and Xs.

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



We have ¢ = 8 because

1 pl
/ / x1xodx1dre = 1/8 = 0.125.
0 x1
1/2 pl—ay
/ / 8$1$2d$1d$2 = 1/6 = 0.167.
0 x1
For the marginal pdf, we have
1
le (.Tl) = / 8m1x2dm2 = 4IL’1 - 4:L':1)),

1

T2
fx,(z2) = / 8x1x0dr] = 41:%.
0
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Let X; and X5 be continuous random variables with joint pdf

a1, 29) = crize for0< oz <axo <1
L2277 0 otherwise.

Whatis P{[X; < Xo] N [X2 > 4(X1 — 1/2)%]}?

Solution:

We see 1/4 is the solution of z = 4(z — $)? on 0 < 2 < 1. The
range of Xy is (1/4,1). When X3 = x4 is given, we next get the
range of X1. By Xo = 4(X; — 1/2)2, we have

X, _Ly /X
2 o

We determine the lower bound of X is % + % because the

intersection of X; = X5 and X = 4(X; — 1/2)? is less than 1/2
when X, € (0,1). We also have X; < 1, so the probability is

/ / 8131$2d:131dl’2 = 0.974.
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Expectation — continuous random variables

Let Y = u(X1, X2). Then, Y is a random variable and

B0, %) = [ [ ulor,na) o, az)doada
x1 Jxo
under the condition that

/ / |u(x1, z2)| f (21, x2)drodr < 00
z1 Jxo
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Let X; and X, be continuous random variables with joint density
function

(36/5)x122(1 — x1xe) for0 < zp,x0 <1

flx1,20) =

0 otherwise.

Find E(XlXQ)

Solution:

36
/ / 1 — $1$2))dl’1dl‘2 = 0.35.
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Theorem

Let (X1, X5) be a random vector. LetY; = g1(X1, X2) and
Ys = g2(X1, X2) be random variables whose expectations exist.
Then for all real numbers k, and ks,

E(klyl + kQYQ) = klE(Yi) + kgE(Yg)

We also note that

Eg(X3) = /00 g(z2) f(x1, xo)dz1d2y = /OO 9(z2) fx, (x2)dzs.

—00 —00
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Example 2.1.5 & 2.1.6

Let (X1, X2) be a random vector with pdf

f(:c x)_ 8ri1x9 O<ar <z <1
L2277 0 elsewhere.

LetY; = 7X1 X2 + 5Xs and Yz = X;/X,. Determine E(Y;) and
E(Y2).
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Discrete & Continuous R.V.I



Joint cumulative distribution function

Definition
The joint cumulative distribution function of (X, X3) is

FXI,XQ(x1,$2) = P[{Xl < :131} N {X2 < $2}] for all ($1,$2) c RQ.

Relationship with pmf and pdf:

Discrete random variables:

Fx, x,(x1,22) E E p(x1, x2).

X1<z1 Xo<xo

Continuous random variables:

1 To
FX1,X2 (xla 'CC2) == / / le’XQ (xl,xQ)dxlde.
0 0
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Joint cumulative distribution function (cont’d)

Definition

The joint cumulative distribution function of (X1, X») is
FXl,XQ(xl,xg) =P [{Xl < 1'1} N {X2 < .%'2}] for all (ml,wg) € RQ.
Properties:

F(x1,x2) is nondecreasing in z; and x.
F(—o00,22) = F(x1,—00) = 0.

F(00,00) = 1.

For a rectangle (a1, b1] x (a2, b2], we have

P{ (Xl,XQ) € (al,bl] X (CLQ,bQ]}
:F(bl,bQ) — F(al,bg) — F(bl,ag) + F(al,ag).
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Example 2.1.1

Consider the discrete random vector (X1, X2). Its pmf is given in
the following table:

X\X; [ 0 ] 1][2]3
0 [1/8 1/8 0 0
1 0 2/8 2/8 0
2 0o 0 1/8 1/8

Find the value of the joint cdf F'(x1,z2) at (1,2).
Solution: 3/4.
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1. Find the joint cdf of

f (21, 22) = Qe T17E2 0<zy,22 < 00
XX WL 20 otherwise.

Solution:

1 T2
Fx, . x, (%1, 22) =/ / 2e 2ty dty = 2(1—e ™) (1—e *2).
0 0

2. Find the joint cdf of

! (1, 72) = Qe F17T2 O0< a1 <292 <00
XXM 22) = otherwise.

Solution:

min(z1,x2) 2
FX1,X2 ('/E]_; ZUQ) - / / 26_t1_t2dt2dtl.
0

t1
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Moment generating function (mgf)

Definition
Let X = (X1, X5) " be a random vector. If

M(tl,tg) —E (et1X1+t2X2)

exists for |t1| < hy and |t2| < hgo, where hq and hs are positive,
then we call M (t1,t2) the moment generating function (mgf) of
X = (X1, Xo) "

We may write
M(t1,t) = E (X1 H2X2) = <etTX>

where t T is a row vector (¢1,12) and X is a column vector
(X1, X2)T.
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Example 2.1.7

Let the continuous-type random variables X and Y have the joint
pdf
e Y 0<r<y<oo

f@,y) = { 0 elsewhere.

Determine the joint mgf.

Solution:

1
(1 —t1 — tg)(l — tz)’

o o
My y(ti,t2) = / / exp(tiz+toy—y)dydr =
0 x

provided thatt; +to < 1 and ty < 1.
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Marginal mgf

Recall that
MXl,Xg (tl,tg) =E (et1X1+t2X2) .

The marginal mgf is given by
Mx, (t1) = E (e"™*) = My, x,(t1,0),

Mz, (t2) = E (¢272) = Mx, x, (0, t2).
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Example 2.1.7 (contd)

Let the continuous-type random variables X and Y have the joint
pdf

_Je O<r<y<o
f,y) = { 0 elsewhere.

Determine the marginal mgf.

Solution:

1
(1 — 11 — tz)(l — t2)’

o o
Mx y (t1,t2) 2/ / exp(tiz+toy—y)dydr =
0 x
provided that t; + to < 1 and to < 1.

1
Mx(t1) = Mx y(t1,0) = T4 i1 <1,

My(tg) = MX’y(O,tg) = 5 to < 1.

(1—t2)
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Example 2.1.7 (contd)

Let the continuous-type random variables X and Y have the joint

pdf
| e <z <y<oo
f,y) = { 0 elsewhere.
Determine the marginal mgf.
Solution:
Mx(tl) = M)Qy(tl,()) = ?tl, t1 <1,
1
My (t) = Mxy(0,ty) = ————, ty < 1.
v (t2) x,y(0,t2) TS

Note that
oo
filz) = / e Vdy=e"0< 1z < o0,
y
fo(x) = / e Ydr=ye™¥,0 <y < .
0
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Fact: It can be shown that

dMx y(t1,t2)

E(XY) =
(XY) dt1dty

t1=0,t2=0

Example: Method 1: In the previous example,

oo ry
E(XY) = / / zye Ydzdy = 3.
0 0

Method 2:
Mxy (t1,t2) = !
xyl(l1,l2) = 0=t =)0 1)
dMxy(tite)  t1+3t—3
dt1diy (o= 1D)2(—ty —ta + 1)
dM t1,t
where we see M = 3 as well.

dtldtQ t1=0,t2=0
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Chapter 2 Multivariate Distributions

2.2 Transformation: Bivariate Random Variables
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Transformation of discrete random vectors

» Assume there is a one to one mapping between
X =(X1,X2) and Y = (Y1, Y2)":

Y1 = u1 (X1, Xa), X1 =w1(Y1,Y2),
Yo = ua(X1, X2), Xo = wa(Y1,Y2).

» Transformation of discrete random variable:

Py, vs (Y1, ¥2) = pxy X, (Wi (Y1, ¥2), w2 (Y1, y2))-
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Example 2.2.1

Let X and Y be independent random variables such that

_ M g _
px()=—e ™,  ©=012,....
xZ.
and
py
py(y):?e p2o oy =0,1,2,....

» Findthepmfof U = X 4+ Y.
» Determine the mgf of U.
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Transformation of continuous random variables

Let J denote the Jacobian of the transformation. This is the
determinant of the 2 x 2 matrix

Oz Ozy
0, 0
o5 Or
Oy1  Oy2
Oz1  Oxg Oxy . Oxo

The determinantis J(y1,y2) = 3.b - 5,2 — 3o * 5p-

Transformation formula: The joint pdf of the continuous random
vector Y = (Y1,Y2) " is

viyva (Wi, v2) = fx, x0)(w1(y1,y2), wa(y1,92)) - | (Y1, 2)]-

Notice the bars around the function J, denoting absolute value.
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Example
A device containing two key components fails when, and only
when, both components fail. The lifetimes, X; and X», of these
components have a joint pdf f(z1,z2) = e~*17%2, where
x1,x9 > 0 and zero otherwise. The cost Y7, of operating the
device until failure is Y7 = 2X; + Xs.

Find the joint pdf of Y7, Y5 where Y, = Xo.

Find the marginal pdf for Y; (Ans: e=¥1/2 — =1, for y; > 0)
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Example 2.2.5

Suppose (X1, X2) has joint pdf

[ 10z2d O0<z<y<l1
fx1 x5 (21, 22) = { 0 elsewhere.

Let Y7 = X;/X5 and Y3 = X». Find the joint and marginal pdf’s of
Y; and Ys.
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Solution sketch

1. One to one transformation:

y1=961/$2, Y2 = T2, O<ri <9 <1
T1=YY2, T2=Yy2, 0<yr <1, 0<y2 <1

2. Give the joint pdf:
iy (Y1, y2) = 10y1y213]y2|, where y is defined above or 0 elsewhere.

3. Give the marginal pdf of Y;:

1
vi(y) = / Iviva (1, y2)dy2 = 2y1, 0 < y1 <O0.
0

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Example 2.2.4

Suppose (X1, X2) has joint pdf

1
*eXp(—Il—;xQ) 0< ) <00,0< 0 <00

fxix(x1,2) =< 4
0 elsewhere.

Let Y7 =1/2(X; — X2) and Y2 = X». Find the joint and marginal
pdf’s of Y1 and Y.
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Solution sketch

1. One to one transformation:

y1=%($1—z2), Yo =9, 0< 1z <00, 0<z9< 00.
1 =2y1 + Y2, T2 = Y2, —2uy1 < 72, 0 < yp < 00.
2. Give the joint pdf:
fvive (Y1, y2) = e Y1792 /4x|2|, where y is defined above or 0 elsewhere.

3. Give the marginal pdf of Y7:

S0y i ye (1, 92)dys = €1 /2, —oo <y1 <0,
fooo fY1,Y2 (y17y2)dy2 = e—y1/2’ 0< Y1 < 00,

le(yl) = {
which gives fy, (y1) = e ¥l —00 < y < 0.
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Example 2.2.7

Suppose (X1, X2) has joint pdf

1 1+ 22

- — 0<z1 <00,0< 29 <

le,XQ (xlv x?) == 4 exp( 2 ) ml oC m2 &
0 elsewhere.

Let Y7 = 1/2(X; — X2). What is the mgf of Y1 ?
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Solution sketch

o (o ¢]
tY 1‘1 xg 7(x1+x2)/2dx1dm2

0 0

_ /OO 16—:1;1(1 t)/de /OO 16—w2(1+t)/2dx2
0o 2 0o 2

B 1 1

Sl —t| |1+t

1
1t
providedthat 1 —¢ > 0 and 1 +¢ > 0. This is equivalent to
00 —|z| 1
/ etz € =——, —l<t<1,
e 2 1—t

which is the mgf of double exponential distribution.
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Chapter 2 Multivariate Distributions

2.3 Conditional Distributions and Expectations
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Conditional probability for discrete r.v.I



Motivating example

Let X; =Smaller die face, Xy =Larger die face, when rolling a pair
of two dice. The following table shows a partition of the sample
space into 21 events.

2/36  2/36 2/36 2/36 1/36 0
2/36 2/36 2/36 2/36 2/36 1/36

z

1 2 3 4 5 6
1[1/36 0 0 0 0 0
2|2/36 1/36 0 0 0 0
zo 312/36 2/36 1/36 0 0 0
42/36 2/36 2/36 1/36 0 0

5

6

Recalling our definition of conditional probability for events, we

have (for example)
_ _ oy PAX =2)n{Xo =4}]  2/36 _ 2
P(Xz = 4}X, =2) = P(X, =2) T 9/36 9
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e Recall that for two events A; and Ay with P(A;) > 0, the
conditional probability of Ay given Ay is

P (Al N Ag)

Pldald) = =575

e Let X; and X7 denote discrete random variables with joint pmf
Px1,X, (21, z2) and marginal pmfs px, (z1) and px, (z2). Then for
every x; such that px, (z1) > 0, we have

P(Xl — :L'I‘/XQ - :L'Q) o ])Xl,XQ(xl7x2)

P(Xo=x9| X1 =21) = = )
( 2 12| ! Tl) P(Xliélil) pxl(il/‘l)

We use a simple notation:

DX, X, (X1, T2)
Px,|x, (@2]|T1) = popy (w2]21) = ————"—%.
2% I px, (71)

e Wecall px,|x, (72|71) the conditional pmf of X5, given that
X1 = X1.
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Verify px,|x, (z2|z1) satisfies the condition of being a pmf.
Pxo|x, (T2|71) > 0.

bx, Xz(xlva)
Px,|x, (T2]xy) = ) —2
%: 2 %: px, ($1)
1
= N Pxq,X2(T1, 22
le(l,l) IZ2 1 2( 9 )
_ PXx, (1:1) -1
le(xl)
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Conditional expectation of discrete random variables:

E(X1|X2 = x2) = Y _ z1px, |x, (21]72).

T

Example

Returning to the previous example, it is straightforward to work out
the conditional pmf as well as associated functions like
expectations. For instance,

2/5 ifx;=1,2
Pxyxe (21| Xo =3) =4 1/5 ifx; =3
0 ifz =4,5,6.

and E(X;| X, = 3) = 9/5.
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Conditional probability for continuous r.v.I



» Let X and X5 denote continuous random variables with
joint pdf fx, x,(z1,x2) and marginal pmfs fx, (x1) and
fx,(z2). Then for every 1 such that fx, (z1) > 0, we define

fX],XQ(IlaxQ)

Ix, (1)

Fxax, (@2lm1) = fopr (w2]21) =

» Verify that fx, x, satisfies the conditions of being a pdf.

(1) Ixo1x, (z2]71) > 0.

/ Ixo1x, (T2|71)d2e =

* fxy X, (71, 72)
—00 fX1 (.751)

/ fxi.x, (21, x2)dzo

dl‘g

1
" fxa(n)
le (xl)

“ o) ¢
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Conditional expectation of continuous random variables

» If u(X2) is a function of X5, the conditional expectation of
u(X2), given that X; = x1, if it exists, is given by

[ee]

Eu(Xy) 1] = / w(w) for (2]1) dra.

—00

» If they do exist, then E(X3|z1) is the conditional mean and
Var(Xs|z1) = E{[X2 — E(Xa|z1)]*|21}

is the conditional variance of X5, given X; = z;.
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Example
Find the conditionals fx,|x, and fx,|x, for (X1, X2) with joint cdf

f (x1,29) = 2e"F1TE2 0 <z <z9 <00
X1,X (T, 22) = 3 otherwise.

» Calculate P (a < X2 < b| X7 = x1).
» Calculate the expectation E [u(X2)| X1 = x1].
» Calculate the variance Var (X3| X = z1).
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Example (2.3.1)
Let X7 and X, have the joint pdf

f(xx)— 2 O<ari <2< 1
L2271 0 elsewhere.

Find P (0 < X1 < 5| X = 2) and Var (Xi|z2).
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Example (2.3.2)
Let X7 and X5 have the joint pdf

f(a: 1‘)— 622 O<ara < <1
L2279 0 elsewhere.

Compute E(X3).

Compute the function h(z1) = E (X3|z1). Then compute
E [h(X1)] and Var [h(X71)].
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Theorem 2.3.1

Let (X1, X5) be a random vector. Then
(@) E[E(X2[X1)] =E(X2),
(b) Var(X2) = Var[E(X2|X1)] + E [Var(X2|X1)].

Interpretation:
» Both X, and E(X2|X;) are unbiased estimator of
E(XQ) = H2.
» The part (b) shows that E(X>|X) is more reliable.

» We will talk more about this when studying sufficient statistics
in Chapter 7, Rao and Blackwell Theorem.
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E[E(X2]|X1)] = E(X2).

Proof.

The proof is for the continuous case. The discrete case is proved
by using summations instead of integrals. We see

o0 o0
E(XZ):/ / xo f(21, x2)dxodry

= /_OO [/_mmgmdm Ji(z1)dzy

_ /OO E(Xo|z1) fi(21)das

—0o0

= E[E(X2|X1)].

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Var(Xs2) = Var [E(X2|X1)] + E [Var(X2| X1)].
Proof.
The proof is for both the discrete and continuous cases:

E[Var(X2|X1)] = E[E(X2]X1) — (E(X2|X1))?]
= E[E(X3|X1)] — E[E(X3|X1)?]
= E(X2) — E[E(X2|X1)?;

Var[E(X2|X1)] = E[E(X2|X1)?] — {E[E(X2|X1)]}?
= E[E(X2|X1)?] — [E(X2)]*.
Thus,

E[Var(X2|X1)] 4 Var[E(X2|X1)] = E(X3) — [E(X3)]? = Var(Xs).

We further see that =

Var [E(X2|X1)] < Var(X»).



Example 2.3.3

Let Xjand X5 be discrete random variables. Suppose the
conditional pmf of X given X, and the marginal distribution of Xo
are given by

(z1]z2) = ? *1 N =0,1
Ti|T , T 0,1,...,x9,
pT1]x2 ) 5 1 2

2 /1\%!
p($2):3<3> , o =1,2,3....

Determine the mgf of X.
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Example
Assume that the joint pdf for X3| X; = x; on the support
S={0<z1 <1,0<22< 2,21 +29 <2} s

211

inS,
fxix(x1,2) =< 2—14
0 otherwise.

Find E(X5) through E(X3) = E[E(X|X1)).

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



The conditional pdf for Xo|X; = z1,0< 21 < 1is

{ 1/(2—371) fo<azys<2—1q
0

Ixto)x, (@2]@1) = otherwise.

and the marginal pdf for X is fx, (1) = 2z for 0 < z; < 1 and
zero otherwise.

2—xq
B(X5|X)) =
(XzlX1) /0 9 T 2

1 2 — I
E(E(X2| X)) = 5 2ridry = 2/3.
0

We can verify this by

1 2—x1 9
E(XQ) = / / x22 T drodr, = 2/3.
0o Jo — 1

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Chapter 2 Multivariate Distributions

2.4 The Correlation Coefficient
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Recall the definition of the variance of X:

Var(X) = E[(X - p)’).

Definition

Let X and Y be two random variables with expectations y; = EX
and us = EY, respectively. The covariance of X and Y/, if it
exists, is defined to be

Cov(X,Y) =E[(X — p1)(Y — p2)].
Computation shortcut:

E[(X —p1)(Y — p2)] = E(XY) — pypsa.
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Example 2.4.1

Let X and Y be two random variables with joint pdf

_Jr+y O<z,y<l1
flz,y) = { 0 elsewhere.

Determine the covariance of X and Y.

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Definition
The correlation coefficient of X and Y is defined to be

Cov(X,Y)

B /Var(X)Var(Y)

0 -0.4

Example
What is the correlation coefficient of the previous example?

The plot is from Wikipedia https://en.wikipedia.org/wiki/Correlation_and_dependence

Boxiang Wang, The University of lowa


https://en.wikipedia.org/wiki/Correlation_and_dependence

Linear conditional mean

For two random variables X and Y, write u(x) = E (Y|z):

) ) z.y)d
o) = [ untley = S 00

If u(x) is a linear function of x, say
u(z) = E (Y|z) =a+ bz,

then we say that the conditional mean of Y is linear in z. The
following theorem gives the values of a and b.
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Theorem 2.4.1

Let X and Y be two random variables , with means p1, o,
variances o2, o2, and correlation coefficient p. If the conditional
mean of Y is linear in z, then

g
E(Y|X) = u2 +p;j (X =),

E [Var (Y|X)] = 03 (1 - p?).
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Example 2.4.2

Let X and Y have the linear conditional means
EY|z) =4z +3

and L
E(X|y) = —y — 3.
(Xly) Y3

What are the values of p1, 2, p, and o3/01?

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Recall that the mgf of the random vector (X, Y") is defined to be
M((ty,t2) = E [e"X+2Y] |t can be shown that

8klM(tl ty)=E [Xkymetl)(ﬂﬂ} '
othoty ’
o ky m
i () T E [xtym].
> = E(X) = 2400
>z = E(Y) = 200
> Var(X) = E(X?) — 2 = 92#%90) -
> Var(Y) = E(Y?) — 13 = % -
- CoV(X.Y) = E(XY) ~ ECOBY) = S50 —

Cov(X,Y)

> = v/ Var(X)+/Var(Y)
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Example 2.4.4

Let X and Y be two random variables with joint pdf

_Je? O<r<y<o
f.y) = { 0 elsewhere.

Determine the correlation coefficient of X and Y.
Solution:
The mgf is

1

, T to < 1, to < 1.
(1—t1—t2)(1—t2) 1+t 2

M(tlth) =

We have y; =1, ys = 2,02 = 1, 05 = 2, Cov(X,Y) = 1.

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Chapter 2 Multivariate Distributions

2.5 Independent Random Variables
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Suppose the bivariate random variables (X1, X2) is continuously
distributed, and for all x; € Sx,, and 22 € Sx,,

Ixix. (1|72) = fx, (71). (1)
Since, by the definition of conditional pdf,

f 1,32 )
Ixx, (21]22) = W’

it follows that

fXLXQ (Jfl,l‘g) = le (Ll)fXQ (LQ) for all xr1 € SXI,JIQ S SXQ. (2)

Clearly (1) and (2) are equivalent. Exactly the same logic applies
for a discrete random variable.
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Definition of independence

We say two random variables X; and X are independent if

» (Continuous case) their joint pdf is equal to the product of their
marginal pdf’s:

f(@1,22) = fi(21) f2(2).

» (Discrete case) their joint pmf is equal to the product of their
marginal pmf’s:

p(x1, 22) = p1(z1)pa(2).
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Immediate indicators of dependency

Suppose that X; and X, have a joint support S = {(z1,x2)} and
marginal supports S; = {x1} and S = {z2}. If X; and X are
independent, then

S = Sl X SQ.

In other words,

» (Continuous case) If the joint support S is not a rectangle,
then X, and X5 are dependent.

» (Discrete case) If there is a zero entry in the table of pmf, then
X1 and X, are dependent.
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Example 2.5.1

Let the joint pdf of X; and X5 be

f(.CL' J?)_ 1+ X2 O0<z1 <1, 0<a2<1
L2277 0 elsewhere.

Are they independent?

Solution:
No, because f(z1,z2) # fi(z1)f2(z2):

0o 1
fl(l‘l) = / f(l‘l,l‘Q)dl‘Q = / (:El =+ .'L'Q)d.'L'Q =1 + 1/2, 0<z < 1,
—00 0

00 1
fg(.rg) = / f(.l’l,l'g)d:l}l = / (JZ1 + xg)dxl = T2 + 1/2, 0< To < 1,
—00 0
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Theorem 2.5.1

Two random variables X; and X, are independent if and only if

» (Continuous case) their joint pdf can be written as a product
of a nonnegative function of x; and a nonnegative function of
9.

f(x1,22) = g(z1)h(x2) forall (z1,29) € R?

» (Discrete case) their joint pmf can be written as a product of
a nonnegative function of x; and a nonnegative function of x:

p(x1,22) = g(z1)h(22).
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Sketch of proof

» Only if: Independence = f(x1,22) = g(x1)h(x2):

This can be seen as g(z1) = fi(x1) and h(xzz) = fa(x2).
» If: Independence < f(x1,22) = g(z1)h(x2):

If we have f(z1,22) = g(z1)h(x2), we have

fi(z1) = /OO g(z1)h(z2)dzs = g(z1) [/

—0o0 —0o0

Falwa) = /oo g(z1)h(as)dzy = h(zs) UOO

— 00 — 00

(e}

h($2)d$2:| = ag(z1),

g(:nl)d:rl} = coh(z2),

where ¢; and ¢y are constants. We see cico = 1 because

1= /OO g(z1)h(x2)dzidzs = [/oo g(ml)dxl] Uoo h(:cg)d:cg] = cacy.

—0o0 —00 —00

Thus, f(x1,22) = g(z1)h(z2) = c19(z1)c2h(z2) = fi(z1) fo(w2).
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Independence in terms of CDF

Theorem 2.5.2 Let (X7, X2) have the joint cdf F'(x1,x2) and let
X1 and X have the marginal cdf F(z1) and Fy(z2), respectively.
Then X7 and X, are independent if and only if

F(.I’l,.rz) = Fl(l‘l)FQ(l‘Q), V(.’L‘l,:l?g) € RQ.
Theorem 2.5.3 The random variables X; and X5 are
independent random variables if and only if the following condition
holds
Pla< X1 <bec<Xos<d)=Pla< X1 <b)P(c< X; <d),

for every a < b and ¢ < d, where a, b, ¢, d are constants.
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Example 2.5.3

Let the joint pdf of X; and X be

f(a: .T): 1+ T2 O<z <1, 0<a2<1
L2 0 elsewhere.
Are they independent?
Solution:
No, because
1 1
(O<X1< ,0< Xo < );éP(0<X1< 2)P(0<X2<§):
1
P(0<X1<2 0<X2< / / xr1 + X2 dmlda:g—l/S

P(O<X1<2) /0(x1+ Lydey = 3,

1
1 2
P(O<X2<§)= (x2 + )dI2—3/8
0



Theorem 2.5.4

If X1 and X are independent and that E [u(X7)] and E [v(X32)]
exist. Then

E [u(X1)v(X2)] = E[u(X1)] E[v(X2)] -

Elu(X1)v(X2)] :/oo /00 w(an o) f (1 2)dirydecy
:/Oo/ u(xy)v(xa) f1(x1) folxo)dzrdzs

= /Z u($1)f1(x1)dx1] [/(: fo(xo)v(xe)dzo
= E[u(X1)] E[v(X2)].

Boxiang Wang, The University of lowa
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Two special cases

» For independent random variable:
E(X1X5) = E(X1)E(X2).
» Independence implies that covariance Cov(X1, X2) = 0:

E[(X1 — p) (X2 — po)] = E(X1 — p1)E(X2 — pa).

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Independence always implies zero covariance (correlation).
Zero covariance (correlation) does NOT always imply
independence:

Example
Assume that

pxy(—1,1) =pxy(1,1) =1/4; pxy(0,-1)=1/2.

X and Y are not independent because (for example)
py|x(=1|0) =1 # py(—=1) = 1/2 but Cov(X,Y’) = 0 (check).
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Theorem 2.5.5

Suppose that (X, X2) have the joint mgf M (¢;, t2) and marginal
mgf’s M (t1) and Ms(t2), respectively. Then, X; and X, are
independent if and only if

M(ty, t2) = M (t1) Ma(ts).

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Example 2.5.5

Let X and Y be two random variables with joint pdf

_JeY O<r<y<o
f(@,y) = { 0 elsewhere.

Are they independent?

Solution:
The mgf is

M(t1,t2) = ! ti+ta<1, ta<1
Because

M (t1,t2) # Mi(t1)Ma(tz) = M(t1,0)M (0, t2),
they are dependent.
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Chapter 2 Multivariate Distributions

2.6 Extension to Several Random Variables
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Random experiment consists of drawing an individual ¢ from a
population C.
Characteristics: height, weight, age, test scores, .....

Random experiments consists of the U.S economy at time ¢.
Characteristics: consumer prices, unemployment rate, Dow
Jones Industrial Average, Gross Domestic Product, ....

A note on notation. We will often use boldface letters to denote
vectors. For example, we use X to denote the random vector
(X1,...,X5), and x to denote the observed values (z1, ..., zy).

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Pmf and cdf for the discrete case

» The joint pmf of a discrete random vector X is defined to be
px(x) = P[X1 =x1,..., X, = z,].

» The joint cdf of a discrete random vector X is defined to be
Fx(x)=P[X; <x1,..., X, <z

» For the discrete case, px (x) can be used to calculate
P(X € A)for ACR™

XEA pr

xEA
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Pdf and cdf for the continuous case

» The joint cdf of a continuous random vector X is defined to be
Fx(X> = P[Xl S T1,. - .,Xn S .’En]

» The joint pdf of a continuous random vector X is a function
fx (x) such that forany A C R"

P(X e€A)= /AfX(ac)dm

:// fxixo (@, yxp)day - - - daxy,.
A

» For the continuous case, we have

a’ﬂ.

FE --8anX(X) = fx(x).

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Example
Let

8xr1x973 for 0 < xr1,T2,T3 < 1
f(x1,20,23) =
0 otherwise.

Verify that this is a legitimate pdf.

1 1 1
/ / / 81‘1$2$3d{£3d1‘2d$1 =1.
x1=0 Jxo=0 Jx3=0

Solution:

Boxiang Wang, The University of lowa pter 2 STAT 4100 Fall 2018



Expectation

» For the discrete case, the expectation of Y = u(X;,..., X,),
if it exists, is defined to be

Z Zu (1, .y 2n)px(T1, - ooy Tp).

LlseeyTm

» For the continuous case, the expectation of
Y =u(Xy,...,Xy,), if it exists, is defined to be

E(Y) :/---/u(xl,...,xn)fx(xl,...,xn)dxl---dxn
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As before, F is a linear operator. That is,

m

ijYj - Zm:kjE[Y]

Example
Find E(5X1X3 + 3X,X3).
Solution:
1 1 p1 1
E(X1X22) = / / / mlmQ )8z1xoxsdrsdredr; = -,
o Jo Jo 3
1 1 1 2
E(Xng‘) = / / xgxg )8z1xoxsdrsdredr; = —,
o Jo Jo 9
4 2 4 2
EGX1X2+3X,X3) = 5-—+3.-=-4+-=2
(5X1.X5 +3X,X3) 5297373
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In an obvious way, we may extend the concepts of marginal pmf
and marginal pdf for the multidimensional case. For the discrete
case, the marginal pmf of (X, X») is defined to be

p12(z1, 2) Z pr T1,22,. .., Tn).

For the continuous case, the marginal pdf of (X3, X») is defined
to be

Ji2(xy, 22) = / / Ix(xy, 22, .. 2y)dws - - - day,.
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We then extend the concept of conditional pmf and conditional pdf.
For the discrete case, suppose p;(x1) > 0. We define the the
conditional pmf of (X5, ..., X,,) given X; = z; to be

p(x, @2, ..., Ty)
p1(z1)

p2,4..7n|1 ($27 s 7$TL’:B1) =

For the continuous case, suppose fi(x1) > 0. We define the
conditional pdf of (X,..., X,,) given X; = 1 to be

f(:L'l, Ty vn 733”)

fi(x1)

f27...7n\1($27 SRR xn|x1) =

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



For the discrete case, suppose p;i(x1) > 0. Then we define the
conditional expectation of u(Xs, ..., X,) given X; = x; to be

E[u(XQ,..., ‘:I}l Z Z U \ro,...,T p 7',_7n|1(x2,...,xn]x1).

For the continuous case, suppose f1(x1) > 0. Then we define the
conditional expectation of u(Xo, ..., X,) given X; = z; to be

u(Xo, ..., Xpn)|z1]
/ / u(xg,...,x )f2,...,n\1(3727--~7$n\$1)d~”€2"'d9€n-
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Mutual Independence'



We say that the n random variables X1, ..., X,, are mutually
independent if, for the discrete case,

p(x1, 22, ..., 2n) = p1(x1)p2(z2) - - - pnl(zy), forall (zq,---,z,) € R,

or, for the continuous case,

flx1, 29, .. xn) = fi(z1) fo(ze) -« fu(xy) forall (xq,---,2,) € R™.
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If the n random variables X1, ..., X,, are mutually independent,

then
P(a1<X1<b1,...,an<Xn<bn)

=P(a; < X1 <by) - Plap < X, <by).

We may rewrite the above equation as

P ﬂ(aj<Xj<bj) :HP(aj<Xj<bj).
j=1 =1
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If the n random variables X1, Xo, ..., X,, are mutually
independent, then

E fur (X1)ua(X2) - - un(Xn)] = E [ur (X1)] B [ug(X2)] - - E [un(Xn)]

n n
E | [T | =T]E(x).
j=1 j=1
As a special case of the above, if the n random variables X, X5,
..., X, are mutually independent, then for mgf,

n
M(tlatQa e 7tn) = H Mj(t])a
which can be seen from j=1

M(tl, to, - ,tn) = E[exp(t1X1 +toXo+ ...+ tan)]

=E |[] exp(t; X))
j=1
= H E [exp(thj)] = H Mj(tj)'
=1 j=1

=

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Mutual independence v.s. pairwise independence

» We say the n random variables X1, Xo, ..., X,, are pairwise
independent if for all pairs (i, j) with ¢ # j, the random
variables X; and X; are independent.

» Unless there is a possible misunderstanding between mutual
independence and pairwise independence, we usually drop
the modifier mutual.

» If the n random variables X1, Xo, ..., X,, are independent
and have the same distribution, then we say that they are
independent and identically distributed, which we
abbreviate as i.i.d..

Boxiang Wang, The University of lowa Chapter 2 STAT 4100 Fall 2018



Compare “mutual independence” and “pairwise independence”.

Example (from S. Bernstein)
Consider a random vector (X1, X2, X3) that has joint pmf
p(z1, 72, 23)

:{ 1 for (z1, 32, 23) € {(1,0,0),(0,1,0), (0,0,1), (1,1,1)}.

0 otherwise.

Solution:

for (-%'a xj) S {(07 0)7 (17 0)7 (07 1)7 (17 1)} .
otherwise.

O =

pij (i, z5) = {

i for(z;) €{0,1}.
() — 2 ? )
pilxi) { 0  otherwise.
pairwise independence : Dij (.’Ei, l‘j) = pi(l'i)pj (.’E])

not mutual independence :  p(x1,x2, x3) # p1(x1)p2(x2)ps3(x3).
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Multivariate Variance-Covariance Matrix'



Let X = (X3, -+, X,)" be arandom vector.
We define the expectation of X as EX = (EXy,--- ,EX,)".

Let W = [IV;;] be a m x n matrix, where WW;; are random
variables. That is,

Win Wi - Wi,
L B [ (T
Wml Wm2 Wmn

We define the expectation of this random matrix as
E[W] = [E (W;)]. Thatis,

E(Wn) EWi) -+ E(Wi)
ey = | B BRI e,
E (W) E(Wia) -~ E(Winn)
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Theorem 2.6.2

Let W and V be m x n random matrices, and let A and B be
k x m constant matrices, and let C be a n x [ constant matrix.
Then,

E[AW + BV] = AE[W] + BE[V]

and
E[AWC] = AE[W]C.

Proof sketch:
The (i, j) of the first equation:

m m

ENY. AW+ BiVij| = AuEWy] + > BisE[Vyl.
s=1 s=1

s=1 s=1
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Let X = (X4,.. .Xn)T be an n-dimensional random vector with mean
vector p. Then the variance-covariance matrix of X is defined to be

Cov(X)
= E[X-mX-wT]
(Xy =) (X —pa) (X —pa) (X2 —p2) - (Ko — pa) (X = pin)
g | (X2 —p2) (Xo—p) (X2 —p2) (X2 — pi2) (X2 — p2) (X — pin)
(Xn_ﬂn) (Xl _,UJ) (Xn _Nn) (X2 _M2) (Xn _Nn) (Xn _Mn)
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Example of a covariance matrix

Let X and Y be two random variables with joint pdf

_Je? 0<z<y<oo
f.y) = { 0 elsewhere.

We have i1 =1, us = 2,03 = 1,03 =2, 012 = Cov(X,Y) = 1.
Let Z = (X,Y)", then

E(Z)_[;] andCov(Z)—{i ;}
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Theorem 2.6.3 — Two properties of covariance matrix

Let X = (Xq,.. .Xn)T be an n-dimensional random vector with
mean vector p. Then,

Cov(X)=E [XXT] —up” 3)
If further let A be an m x n constant matrix, then we have
Cov(AX)= ACov(X)A".
Proof.  Cov(X) = E[(X — pu)(X — )"}
—E(XX" —pXT —Xp" +pp)']
=E[XX'] - pEXT]—E[X]p" +pp’.
Cov(AX) = E |[(AX)(AX)"| — (Au)(Am)"
—E [AXXTAT] —AupTAT
— AE [XXT] AT~ AppTAT
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Proof without matrix notation

Cov(X)
= E[X-mX-nT]
(X1 —p1) (X1 — 1) (X =) (X2 —p2) - (Xi— ) (Xn — pin)
g | (X2 —p2) (Xo—p) (X2 —p2) (X2 — pi2) (X2 — p2) (X — pn)
(Xn —pn) (X2 = 1) (X —pn) (Xo = pi2) -+ (X = pn) (X — i)
E(XiXy) —papn E(XaXo) —pape -+ E(XaXn) — papin
_ E(X2X1) pepr E(X2X2) — pape E(X2X) Hafin
E(X X1) —pnpr E(XnX2) = pinpz - E(XX) Fon i
(XaXy) (Xa1X2) - (X1Xn) ppa pipz vt Hapn
_ X2X1 X2X2) (XzX) | pepr p2pe M2 fin
XX1 XXz) e X Xn Mol fnfl2  cc finfin
= E[X
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» All variance-covariance matrices are positive semi-definite,
thatis @' Cov(X)a > 0 for any a € R".

» This is because
a'Cov(X)a = Var(a' X) >0,

where we note that a ' X is a univariate random variable.
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Chapter 2 Multivariate Distributions

2.7 Transformation for Several Random Variables
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One to one transformation'



» Let X = (X3, Xo,...,X,,) be arandom vector with pdf
fx(z1,22,...,zy,) with support S. Let

y1 = g1(x1, w2, ..., 2n)

y2 = g2($lax23 ce 7xn)

yn = gn(fl:l,l'Q, AR xn)
be a multivariate function that maps (z1, z2,...,2,) € Sto
(y1,92,---,yn) € T. Suppose that it is a one-to-one

correspondence.
» Suppose that the inverse functions are given by

1 =hi(y1, 92, -, Yn)
x2 = ha(y1,92, - Yn)

Tn = hn(ylay27- . 'ayn)
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» Let the Jacobian be

Ox1  Ox1 .. Oxz1

F3} F3} F3}

g LA GV TRERRE. ) N N dyn
a(y17y277yn)
Otn Oz . Ozn

Oyr  Oy2 OYn,

» Then, the joint pdf of Y7, Y, ..., Y,, determined by the
mapping above is

fy(ylvy27 e 7y’n,)
= |J‘ fX [hl(y17y27 .. .,yn)7h2(y1,y27 A 7y’IL)7 .- '7hTL(y17y27 oo 7ynﬂ 5

for (ylay27' . ayn) eT.
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Example 2.7.1

Suppose X1, X», and X3 have joint pdf

48x1x0r3 O < x1 <9 <3 < 1

f(x1, 29, 23) = { 0

elsewhere,
and let
Y1 =X1/Xs
Yo = Xo/X3

Y3 = X3.
Determine the joint pdf of Y7, Y5 and V5.
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ItY: = X1/Xs, Yo = X»/ X3, and Y3 = X3, then the inverse transformation is given
by
T1 = Y1y2ys, T2 = Yyoys, and w3 = ys.
The Jacobian is given by
Y2Ys  Y1Ys  Y1Y2

J=| 0 ys Y2 | = y2us.
0 0 1

Moreover, inequalities defining the support are equivalent to
0 <wy1y2y3, Y1y2ys < y2ys, yays <ys, and yz <1,
which reduces to the support 7 of Y1, Y2, Y3 of
T ={(y1,vy2.y3) : 0<wyi <1l,i=1223}
Hence the joint pdf of Y7,Y5, Y3 is
48(y1y2ys) (y2ys)ys|y2y3|

AByiysys 0 <y <1,i=1,2.3
0 elsewhere.

91, y2,y3)
(2.7.2)

The marginal pdfs are

g1(y1) = 2y1,0 <y < 1,zero elsewhere
ga(y2) = 4y3,0 < ya < 1,zero elsewhere
g3(ys) = 6y3,0 < ys < 1,zero elsewhere.

Because g(y1,y2,v3) = 91(y1)g2(y2)g3(ys), the random variables Y7, Y3, Y3 are mu-
tually independent. m
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Multiple to one transformation'



» Let X = (X1, Xo,...,X,,) be arandom vector with pdf
fx(x1,22,...,z,) with support S. Let

y1 = g1(21, %2, ..., Tn)
y2 = 92($1,$2, ce 73377,)
Yn = gn($1,332, .- .,.Tn)
be a multivariate function that maps X = (x1,x2,...,2,) € S

toY = (y1,y2,---,yn) €T.

» Suppose that the support S can be represented as the union
of k£ mutually disjoint sets such that for each 7, there is
one-to-one correspondence bewteen X and Y.

» Suppose that the inverse functions are given by

x1 = h1i(y1,y2, .-, Yn)
x2 = hoi(y1, 92, -, Yn)

.I'n = hni(yl, 927 R yn)
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Let the Jacobian be

Bhu 8h17,‘ .. 8hli

oy1 Oya Oyn

Ohai  Ohg; .. 0Ohoy

0(x1,x2,...,2y) g1 Oyo Oyn
Ji = = . .
a(y17y27"'7yn) . . .

Ohni  Ohni .. Ohn;

3y1 32;2 8yn

Then, the joint pdf of Y1, Yo, ..., Y,, determined by the mapping
above is

fY(ylay27 e ';y'n,)

K
= 1T Ix Paa(yn, va, -5 yn) P2i(yn, vas -5 Yn)s - B (Y1, 9, - )]
=1

for (yl,yg, .. .,yn> eT.
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Example 2.7.3

Let X; and X5 have the joint pdf defined over the unit circle given
by
1

f(ﬂ?laﬂcz):{ 5

O<z?+ai<1
elsewhere.

Let
Yi = X7+ X3
Yy = X1/ (XT+ X3).

Determine the joint pdf of Y; and Y5.
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Let Y1 = X7+ X7 and Y2 = X{/(XT + X3). Thus y1y2 = 73 and z3 = y1(1 — y2).
The support § maps onto T = {(y1,¥2) : 0 <y < 1,i=1,2}. For each ordered
pair (y1,y2) € T, there are four points in &, given by

(r1,72) suchthat =z = ./Tigz and 72 = (1 — y2)

(z1,7,) suchthat x; = ,/f1¥z and 75 = — /1, (1 — y2)

(1, 22) suchthat =z =—,/F1yz and =2 = V(1 — y2)
)

such that =, = —,/y1yz and =2 = —\/M-
The value of the first Jacobian is
V12/m 2V fyz

V=) — V0 —w)

E{_\/?_ l—zyz} :_Hﬁ

It is easy to see that the absolute value of each of the four Jacobians equals
1/4y/y2(1 — y2). Hence, the joint pdf of ¥ and Y5 is the sum of four terms and can
be written as

and (z, 2

Jo=

4 1 _ 1
TAVy(l —12)  7/1e(l _yz),

Thus Y, and Y, are independent random variables by Theorem 2.5.1. m

gy, y2) = (h,y2) € T.
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Chapter 2 Multivariate Distributions

2.8 Linear Combinations of Random Variables
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» We are interested in a function of 7' = T'( X1, ..., X,,) where
X1,...,X, is arandom vector.

» For example, we let each X; denote the final percentage of
STAT 4100 grade. Assume we know the distribution of each
X;, can we know the distribution of the average percentage
X?

» In this section, we focus on linear combination of these

variables, i.e.,
n
i=1
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Expectation of linear combinations

Theorem 2.8.1. Let T' = )" , a; X;. Provided that E[|X;|] < oo,
foralle =1,...,n,then

E(T) =) aE(X).
=1

This theorem follows immediately from the linearity of the
expectation operation.
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Variance and covariance of linear combinations

Theorem 2.8.2. Let T =3  a;X; and W =37, b;Vj. If
E[Xf]<ooandE[Y]2]<oo,forz_1 snandj=1,...,m

then "
Cov(T, W) ZZaZb Cov(X;,Yj).
=1 j=1
Proof
Cov(T, W) = E [ 323 (0: X — aif(X0)) (05} — byE(Y))
i=1 j=1
:ZZE[(CMXZ' a;E(X;))(b;Y; — b;E(Y)))]
i=1 j=1
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Corollary 2.8.1. Let T = Y7, a;X;. Provided E[X?] < oo, for
i=1,...,n,then

m
Var(T) = Cov(T, T) aZVar (X;)+2) aa;Cov(X;,Y;).
j j
i<j

Corollary 2.8.2. If X1,..., X, are independent random variables
with finite variances, then

Var(T) =)~ afVar(X

Special case If X; and X5 have finite variances, then
Var(X +Y) = Var(X) + Var(Y') + 2Cov(X,Y).
If they are also independent, then
Var(X +Y) = Var(X) + Var(Y).

Note that E(X + Y) = E(X) + E(Y) regardless of independence.



Example 2.8.1 — Sample mean

Let X1,..., X, be independent and identically distributed random
variables with common mean p and variance o2. The sample
mean is defined by X =n~!>"" | X;. This is a linear combination
of the sample observations with a; = n~'; hence by Theorem
2.8.1 and Corollary 2.8.2, we have

E(X) = pand Var(X) = ¢%/n.
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Example 2.8.2 — Sample variance

Define the sample variance by
=mn-D)") (Xi-X)P=m-1) (ZX2—nX2>.
i=1
Following from the fact that E(X?) = o2 + 112,

E(S?) = (n—1)~ <ZEX2 XQ))

=(n—-1)" 1{n0 —|—nu —n[(02/n+ﬂ2)]}

= 0'2.
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