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#### Abstract

In transportation and telecommunication systems, the performance of the underlying network can often be improved by upgrading some of the arcs in the network. If an arc is upgraded, the travel time along this arc is reduced by a discount factor $\alpha, 0 \leq \alpha<1$. With respect to different minimax network objectives, we define a series of problems that involve finding the best $q$ arcs in a network to upgrade. We show that these problems are NP-hard on general graphs, but polynomially solvable on trees. Finally, we compare three heuristic solution approaches for complete graphs based on these polynomial results and find one to far outperform the others.
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## 1 Introduction

In transportation and telecommunication systems, the performance of the underlying network can often be improved by upgrading some of the arcs in the network. In such real world applications, upgrading an arc between a pair of nodes corresponds to using a rapid mode of transit, such as using a plane instead of a truck between a pair of cities in a transportation network or using a higher speed cable between a pair of servers in a telecommunication network. These upgrades decrease transportation times through the network and can be critical in achieving delivery deadlines. Because upgrading arcs is expensive, it is important to carefully evaluate the decisions of how many arcs and which arcs to upgrade.

If an arc is upgraded, the travel time along this arc is reduced by a discount factor $\alpha, 0 \leq \alpha<1$. With respect to different network objectives, we define the following problems.

The $q$-upgrading arc diameter problem ( $Q-D$ ) selects $q$ upgrading arcs such that the diameter of the network is minimized. The diameter of a network equals the travel time on the maximum shortest path between any origindestination (o-d) pair.

The $q$-upgrading arc radius problem $(Q-R)$ selects $q$ upgrading arcs and locates the vertex center such that the radius of the network is minimized. The vertex center of a network is a node whose maximum shortest path to the other nodes is as small as possible. This maximum shortest path is the radius of the network. The vertex center may correspond to the best vertex location for an emergency services facility where the nodes correspond to locations of customers.

These $q$-upgrading arc problems are important for time-sensitive or guaranteed time distribution systems, such as emergency services and express mail services. In these systems, the diameter or the radius of a network represents the best time guarantee that can be offered to all customers. To be competitive, it is important that this value be as low as possible.

To the best of our knowledge, these $q$-upgrading arc problems have not been studied in the literature. Related work contributed by Paik et al. [22, 23, $24,25]$ addresses network upgrading problems which upgrade the vertices in a network. In their models, if a vertex $v$ is upgraded, then the travel time on each edge incident to $v$ reduces by a factor $x, 0 \leq x<1$. Signal flow in electronic circuits is one of the applications in which upgrading vertices are used to improve the performance of a circuit [7, 17]. Demgensky et al. [8] consider a minimum cost flow problem on a network where the per unit cost of flow on an arc can be reduced by upgrading the arc. Upgrading an arc incurs a fixed cost, so the problem is to find the optimal arcs to upgrade subject to a budget constraint and such that the total flow cost is minimum. They show that the problem is NP-hard on series-parallel networks but provide a polynomial time approximation algorithm for such networks.

Campbell et al. [3, 4] address hub arc location problems which locate upgrading arcs in a network such that the sum of the transportation cost between all o-d pairs is minimized. The endpoints of the upgrading arcs dictate the location of hubs, and the flow between all origin-destination pairs is assumed to include at least one of these hub nodes. This restriction on the structure of flow between nodes as well as the objective function makes the problems quite different than the problems addressed here.

Arc upgrading problems are also closely related to general hub location and hub covering problems. In hub location problems, the travel time on the
arc between every pair of hubs reduces by a factor $\alpha, 0 \leq \alpha \leq 1$. See $[1,5,13,14,19,20,21]$ for more details and examples. In hub covering problems, the typical objective is to select the minimum number of hubs necessary so that all origin-destination pairs can be served within a given time limit. Examples of papers discussing hub covering include [31, 6].

Another problem related to $\mathrm{Q}-\mathrm{R}$ is the vertex-restricted $p$-center problem. The $p$-center problem selects $p$ vertices in a network and allocates each demand node to one of the $p$ centers such that the maximum shortest path from any demand node to its center is minimized. This problem and a version where center locations can be on arcs as well as nodes are well studied in the literature, for example, see [11, 12, 18, 29, 30].

Section 2 establishes that the $q$-upgrading arc problems are NP-hard on a general graph. Section 3 demonstrates that several cases involving special graphs are polynomially solvable. Section 4 shows that variants that include a budget constraint are NP-hard even on these special graphs. Three heuristic approaches for Q-D on a complete graph are described and evaluated in Section 5, with one clearly outperforming the others. Section 6 concludes the paper and discusses future research opportunities.

## 2 Problems on a general graph

Consider an undirected connected graph $G=(V, E)$ with node set $V=$ $\left\{v_{1}, \ldots, v_{n}\right\}$ and arc set $E$. The travel time on an arc between $v_{x}$ and $v_{y}$ (or $e \in E$ ) is $t_{x, y}$ (or $t_{e}$ ), where these values obey the triangular inequality. We assume these values are symmetric, that is, $t_{x, y}=t_{y, x}$ and that $t_{u, u}=0$. A discount factor $\alpha(0 \leq \alpha<1)$ is a multiplier that reduces the travel time on an arc if the arc is chosen to be one of the $q$ upgrading arcs. The travel time $\theta_{i, j}$ between an o-d pair $v_{i}, v_{j}$ is equal to the travel time along the shortest path between $v_{i}$ and $v_{j}$ in the graph. Assume $0<q \leq|E|$ (if $q>|E|$, the solution is to select every arc in $E$ ). The resulting graph for a solution is the graph after the $q$ upgrading arcs in the solution are upgraded. Note that the travel times on arcs in a resulting graph may no longer obey the triangular inequality.

To provide some perspective on the challenge of solving these problems, we first provide an integer programming formulation of Q-D. In the formulation, we denote the set of arcs adjacent to node $v_{j}$ by $E(j)$. (In cases when no ambiguity results, we will often refer to node $v_{j}$ as simply " j ".) We make use of the following variables:

$$
\begin{aligned}
x_{e}^{s, t} & = \begin{cases}1 & \text { if arc } e \text { is used on the path from } s \text { to } t \\
0 & \text { otherwise } \\
1 & \text { if arc } e \text { is upgraded } \\
0 & \text { otherwise }\end{cases} \\
y_{e} & = \begin{cases}1 & \text { if node } v_{j} \text { is visited on the path from } s \text { to } t \\
0 & \text { otherwise }\end{cases} \\
b_{j}^{s, t} & = \\
d_{e} & =\text { final travel time for arc } e \\
z & =\text { value of maximum shortest path (the objective) }
\end{aligned}
$$

We now have:

$$
\begin{equation*}
\min z \tag{1}
\end{equation*}
$$

subject to:

$$
\begin{gather*}
z \geq \sum_{e \in E} d_{e} x_{e}^{s, t} \quad 1 \leq s<t \leq n  \tag{2}\\
d_{e}=t_{e}+\left(\alpha t_{e}-t_{e}\right) y_{e} \quad \forall e \in E  \tag{3}\\
\sum_{e \in E(s)} x_{e}^{s, t}=1 \quad 1 \leq s<t \leq n  \tag{4}\\
\sum_{e \in E(t)}^{x_{e}^{s, t}}=1 \quad 1 \leq s<t \leq n  \tag{5}\\
\sum_{e \in E(j)} x_{e}^{s, t}=2 b_{j}^{s, t} \quad \forall j \in N \backslash\{s, t\}, 1 \leq s<t \leq n  \tag{6}\\
\sum_{e \in E} y_{e}=q  \tag{7}\\
y_{e} \in\{0,1\} \quad \forall e \in E  \tag{8}\\
x_{e}^{s, t} \in\{0,1\} \quad 1 \leq s<t \leq n, \forall e \in E  \tag{9}\\
b_{j}^{s, t} \in\{0,1\} \quad \forall j \in N \backslash\{s, t\}, 1 \leq s<t \leq n \tag{10}
\end{gather*}
$$

The objective function (1) and constraint (2) minimize the maximum shortest path between any pair of nodes $s, t$ in $G$. Constraint (3) determines the "final" travel time for arc $e$ given the upgrade decision for the arc. Constraint (4) enforces that there is exactly one arc leaving $s$ on the path from $s$ to $t$, and constraint (5) enforces that there is exactly one arc entering $t$ on the path
from $s$ to $t$. Constraint (6) ensures that the path from $s$ to $t$ is connected. Constraint (7) restricts the number of upgrading arcs to $q$.

Both Q-D and Q-R are in class NP. For Q-D, if we are given the locations of the $q$ upgrading arcs, then we can find the shortest path between every o-d pair in the resulting graph using Floyd's all pairs shortest paths algorithm [9] in $O\left(n^{3}\right)$. The objective value (i.e., the diameter of the resulting graph) of this solution is found in $O\left(n^{2}\right)$ time by finding the maximum of these shortest path values. For Q-R, if we are given the locations of the $q$ upgrading arcs, then we can evaluate the objective value with each node as the center and compare the results.

Next, we will prove that both Q-D and Q-R on a general graph are NP-hard. We will first create a decision version of $\mathrm{Q}-\mathrm{D}$, which we will refer to as $D Q-D$, and define it as follows:
Instance: A graph $G=(V, E)$, travel time $t_{e} \in Z^{+}$for each $e \in E$, a positive integer $q$, a positive integer $K$ and a discount factor $\alpha(0 \leq \alpha<1)$.
Question: Is there a subset $F \subseteq E$ such that $|F|=q$ and if we let $t_{e}=$ $\alpha t_{e} \forall e \in F$, then $G$ has diameter $K$ or less?

We will prove that DQ-D is NP-complete by a reduction from a special case of the weighted diameter problem (problem GT65 in [10]) which is known to be NP-complete.

The special case of weighted diameter problem (SWD) is defined as follows: Instance: Graph $G^{\prime}=(V, E)$, collection $C$ of 0 's and 1's where $|C|=|E|$, and a positive integer $K^{\prime}$.
Question: Is there a one-to-one function $f: E \rightarrow C$ such that, if $f(e)$ is taken as the length of edge $e$, then $G^{\prime}$ has diameter $K^{\prime}$ or less?

Lemma $1 D Q-D$ is $N P$-complete even if $\alpha=0$ and $t_{e}=1, \forall e \in E$.

Proof: For an instance of SWD, we reduce SWD to DQ-D as follows.
Let $G=G^{\prime}, q=$ the number of $0^{\prime} s$ in $C, K=K^{\prime}, t_{e}=1, \forall e \in E$ in $G$, and $\alpha=0$. The instance of SWD will have a yes answer if and only if the constructed DQ-D has a yes answer.

Since DQ-D is NP-complete, Q-D is NP-hard on a general graph even if $\alpha=0$ and $t_{e}=1, \forall e \in E$.

We can replace "diameter" by "radius" in DQ-D to create a decision version of Q-R which we will refer to as $D Q-R$. Since the variant of SWD in which "diameter" is replaced by "radius" for general graphs is also NP-complete [10], DQ-R is NP-complete even if $\alpha=0$ and $t_{e}=1, \forall e \in E$, by a similar proof as for Lemma 1. It follows that Q-R also is NP-hard.

Note that a node-specific version of $\mathrm{Q}-\mathrm{R}$ which selects $q$ upgrading arcs such that the maximum shortest path from a given node $v$ to the other nodes is minimized is also NP-hard since Q-R can be polynomially transformed to this problem. Denoting the node-specific version by Q-R-N, we observe that we can solve a Q-R problem by solving a total of $n$ Q-R-N problems.

By the above arguments, we have the following theorem:

Theorem $1 Q-D, Q-R$, and $Q-R-N$ are $N P$-hard.

We remark that a similar complexity argument can be made based on the bounded-cardinality-minimum-diameter edge addition problem (BCMD) which has been shown to be NP-hard ([16], [27]). In this problem, all arcs of $G=(V, E)$ are of unit length, and the problem is to add no more than $q$ additional $\operatorname{arcs}\left(E^{\prime}\right)$ so that the diameter of the resulting graph $G=\left(V, E \cup E^{\prime}\right)$ is minimized.

## 3 Polynomially solvable cases

In Section 2, we demonstrated that Q-D, Q-R-N, and Q-R are NP-hard. In this section, we will show that these problems are polynomially solvable on tree graphs. Telecommunication and distribution networks are often sparse due to the high cost of establishing connections between nodes. Thus, the study of simpler graph structures, such as trees, is applicable and useful.

A key difference between tree graphs and general cyclic graphs that will be helpful in establishing our results is that there is one and only one path between every o-d pair on a tree graph. Also, to minimize the diameter of a tree graph, it is sufficient to minimize the maximum shortest path between every pair of leaf nodes. A leaf node of a tree graph is a node whose degree is equal to 1 .

Before describing our results for general tree graphs, we first discuss some of the simpler graph structures where we have found lower order polynomial algorithms.

### 3.1 Path graph and star tree graph

If $T$ is a path graph or a star tree graph, Q-D can be easily solved by a greedy algorithm. Furthermore, the same greedy algorithm can be used to solve Q-R if $T$ is a star tree, but not if $T$ is a path graph. A path graph is a special tree graph where each node has degree one or two. A star tree graph is a special tree graph where the (vertex) center of the star tree has degree $n-1$ and all of the other nodes have degree 1.

Theorem 2 - $D$ on a path or star tree graph can be solved optimally in $O(n)$ time.

Proof: In a path graph, there are clearly only two leaf nodes. The maximum shortest path between any o-d pair is the one between the two leaf nodes since it travels through all of the arcs. In a star tree graph, the maximum shortest path between any o-d pair consists of the largest and the second largest arcs of the star tree. Greedily selecting the $q$ largest arcs as upgrading arcs clearly minimizes the diameter of both path and star tree graphs.

To solve Q-D on a path or star tree graph, we must identify the $q$ largest elements of the set of $n-1$ arc lengths. This requires $O(n)$ time [2].

For a star tree, the same $O(n)$ algorithm solves $\mathrm{Q}-\mathrm{R}$ since the best vertex center is always the center node of the graph. For a path graph, greedy is
not as successful. Consider the following graph:


Figure 1: An example of $\mathrm{Q}-\mathrm{R}$ on a path graph where $\alpha=0.1$ and $q=1$

In this example, if $q=1$, a greedy algorithm would choose to discount the arc from $v_{5}$ to $v_{6}$ since 11 is the largest individual travel time. If this arc is discounted and $\alpha=.1$, the best center is at $v_{3}$. The distance from $v_{1}$ to $v_{3}$ is 15 , and the distance from $v_{3}$ to $v_{6}$ becomes $8+3+1.1=12.1$. Thus, if a greedy approach is used, the radius is 15 . If instead the arc from $v_{1}$ to $v_{2}$ is discounted $(10<11)$, the best vertex center is now at $v_{4}$. The distance to the left of $v_{4}$ is now $1+5+8=14$, and the distance to the right is also $3+11=14$. Even though the second solution has a larger diameter, the midpoint of the diameter is precisely on a vertex which creates the savings.

Note that for more complicated tree graphs, the greedy selection of arcs will not always find the optimal solution to Q-D or Q-R. We illustrate this for Q-D with the graph in Figure 2.


Figure 2: An example of Q-D on a tree graph where $\alpha=0.1$

Suppose $\alpha=0.1$. When $q=1$, the optimal solution to Q-D on the tree graph in Figure 2 is to upgrade $\left\{\left(v_{4}, v_{5}\right)\right\}$, and the optimal objective value is $\theta_{1,2}=17$. When $q=2$, the optimal solution is to upgrade $\left\{\left(v_{1}, v_{3}\right),\left(v_{2}, v_{3}\right)\right\}$ and the optimal objective value is $\theta_{2,5}=10.9$. From this example, we can see that it is not always the case that selecting the largest arc on a tree graph is optimal (for example, when $q=1$ ), and it is not always the case that the optimal solution for a smaller value of $q$ is included in the optimal solution for a larger value of $q$. This example also shows that the greedy selection of arcs will not always find the optimal solution to Q-D on a tree graph. In [32], we discuss several graph structures, such as the extended star tree graph, where the Q-D can be solved in low order polynomial time even without a greedy approach.

### 3.2 General tree

We now present an algorithm for solving Q-D, Q-R-N, and Q-R on a general tree, $T$. We arbitrarily select some node $v_{r}$ of $T$ and declare it to be the root of $T$. To simplify our presentation, we will transform $T$ into an equivalent binary tree. A binary tree is a rooted tree where each non-leaf node has exactly two children. Tamir [28] shows how to make the transformation using at most $n-3$ additional nodes and $n-3$ additional arcs. The added arcs needed to construct the binary tree all have a length of zero. Solving
each of these problems on the the original tree is equivalent to solving it on the transformed binary tree since distances between nodes are preserved in the transformation, and zero length edges would not be upgraded in an optimal solution. Since the transformed binary tree has at most $2 n-3$ nodes, the complexity analysis of our algorithms will not be affected by the transformation. Thus, henceforth we will assume $T$ is a binary tree, rooted at node $v_{r}$. Furthermore, for each node $v_{j}$, we denote its children by $v_{j(1)}$ and $v_{j(2)}$ and the set consisting of $v_{j}$ and its descendants by $V_{j}$. Also, let $T^{j}$ be the subtree of $T$ spanning $V_{j}$. We also assume $T \backslash T^{j}$ includes node $v_{j}$ so that $T^{j} \cap\left\{T \backslash T^{j}\right\}=v_{j}$. In Figure 2, if $T$ is rooted at $v_{1}$, then $T^{v_{4}}$ is $\left\{v_{4}, v_{5}\right\}$ while $T \backslash T^{v_{4}}$ is $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ along with the edges of $T$ spanning these nodes. Finally, if $\mathcal{T}$ is a subtree of $T$, let $E(\mathcal{T})$ be the set of $\operatorname{arcs}$ of $\mathcal{T}$.

Our algorithm is a dynamic programming approach. The algorithm finds the best arcs to discount for each $T^{j}$ and each $T \backslash T^{j}$ and builds solutions to Q-D and Q-R based on these subproblems. In the first pass through $T$, we compute a set of $F_{j}(k)$ values for each node $v_{j} . F_{j}(k)$ is the distance from the farthest node in $T^{j}$ to $v_{j}$ given that exactly $k$ arcs in $T^{j}$ are optimally upgraded to minimize this maximum distance and where $0 \leq k \leq \min \left\{q,\left|E\left(T^{j}\right)\right|\right\}$. Thus, $F_{j}(k)$ solves $\min \left\{\max \left\{\theta_{i, j}: v_{i} \in V_{j}\right\}: k\right.$ arcs of $T^{j}$ are upgraded $\}$. To compute all $F_{j}(k)$, first set

$$
\begin{equation*}
F_{j}(0)=0 \tag{11}
\end{equation*}
$$

for all leaf nodes of $T$. Then, working from the leaf nodes of $T$ toward $v_{r}$, we have for each non-leaf node $v_{j}$ :

$$
\begin{equation*}
F_{j}(0)=\max \left\{t_{j, j(1)}+F_{j(1)}(0), t_{j, j(2)}+F_{j(2)}(0)\right\} \tag{12}
\end{equation*}
$$

$F_{j}(1)$ is the minimum of the following values:

$$
\begin{align*}
& \max \left\{\alpha t_{j, j(1)}+F_{j(1)}(0), t_{j, j(2)}+F_{j(2)}(0)\right\}  \tag{13}\\
& \max \left\{t_{j, j(1)}+F_{j(1)}(0), \alpha t_{j, j(2)}+F_{j(2)}(0)\right\}  \tag{14}\\
& \max \left\{t_{j, j(1)}+F_{j(1)}(1), t_{j, j(2)}+F_{j(2)}(0)\right\}  \tag{15}\\
& \max \left\{t_{j, j(1)}+F_{j(1)}(0), t_{j, j(2)}+F_{j(2)}(1)\right\} . \tag{16}
\end{align*}
$$

If $j(1)$ is a leaf node, then equation (15) should be ignored. Likewise, if $j(2)$ is a leaf node, then equation (16) should be ignored. Finally, for $k \geq 2, F_{j}(k)$
is the minimum of the following values:

$$
\begin{align*}
& \min _{\substack{k_{1} \leq\left|\left(T^{j}(1)\right)\right| \\
k_{2} \leq I E T^{j(2))} \mid \\
k_{1}+k_{2}=k}} \max \left\{t_{j, j(1)}+F_{j(1)}\left(k_{1}\right), t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\}  \tag{17}\\
& \min _{\substack{k_{1} \leq \mid E\left(T^{j(1)}\right)}} \max \left\{t_{j, j(1)}+F_{j(1)}\left(k_{1}\right), \alpha t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\}  \tag{18}\\
& \underset{\substack{k_{2} \leq \leq E\left(T^{j(2)}\right) \mid \\
k_{1}+k_{2}=k-1}}{ } \\
& \min _{k_{1} \leq E\left(T^{j(1)}\right) \mid} \max \left\{\alpha t_{j, j(1)}+F_{j(1)}\left(k_{1}\right), t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\}  \tag{19}\\
& \underset{\substack{k_{2} \leq\left|E\left(T^{j(2)}\right)\right| \\
k_{1}+k_{2}=k-1}}{ } \\
& \min _{\substack{\left.k_{1} \leq \mid E\left(T^{j(1)}\right), k_{2} \leq \leq E T^{j(2)}\right) \mid \\
k_{1}+k_{2}=k-2}} \max \left\{\alpha t_{j, j(1)}+F_{j(1)}\left(k_{1}\right), \alpha t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\} . \tag{20}
\end{align*}
$$

Note that for each node $v_{j}$, the effort to compute $F_{j}(k)$ for all relevant $k$ is $O\left(q^{2}\right)$. It would appear, then, that the total effort for all nodes of $T$ would be $O\left(n q^{2}\right)$. Using the complexity analysis found in Tamir [28], however, it can be shown that the effort is actually only $O(n q)$. We will briefly outline the argument detailed in [28]. First, note that the effort to compute all $F_{j}(k)$ values for node $v_{j}$ is $O\left(\min \left\{\left|E\left(T^{j(1)}\right)\right|, q\right\} \cdot \min \left\{\left|E\left(T^{j(2)}\right)\right|, q\right\}\right)$. In Tamir's problem, for a fixed $v_{j}$ the search is over nodes of subtrees and not edges of subtrees as is the case here. Since $\left|E\left(T^{v_{j}}\right)\right|+1=\left|V_{j}\right|$ for a tree, his approach with obvious modifications will hold for our problem. Tamir partitions the node set of $T$ into two subsets. A node is called rich if it is not a leaf node and both of its children $v_{j(1)}$ and $v_{j(2)}$ satisfy $\left|V_{j(l)}\right| \leq \frac{q}{2}, l=1,2$. (Thus, we can define a node as rich if $\left|E\left(T^{v_{j}}\right)\right|+1 \leq \frac{q}{2}$.) If a node is not rich, it is poor. Tamir shows that the number of rich nodes in $T$ is bounded above by $2 \frac{n}{q}$. Given this, the total effort to compute $F_{j}(k)$ values for all of the rich nodes of $T$ is $O(n q)$. For a fixed node $v_{j}$, he inductively computes a bound on the total computational effort required by all of the poor nodes in $V_{j}$. Using the obvious modifications for our problem, we can show that the total effort to compute $F_{j}(k)$ values for all of the poor nodes in $V_{r}$ (all of the poor nodes of $T)$ is also $O(n q)$. Thus, the total effort to compute all $F_{j}(k)$ of $T$ is $O(n q)$.

Once all $F_{j}(\cdot)$ values are available, a "backward" pass finds a set of $B_{j}(k)$ values for each node $v_{j} . B_{j}(k)$ is the distance between the farthest node in $T \backslash T^{j}$ to $v_{j}$ given that exactly $k$ arcs of $T \backslash T^{j}$ are optimally upgraded to
minimize the maximum distance and where $0 \leq k \leq \min \left\{q,\left|E\left(T \backslash T^{j}\right)\right|\right\}$. The backward pass proceeds from $v_{r}$ toward the leaves of $T$. First, set $B_{r}(0)=0$. Then for $v_{j(1)}$, a child of $v_{j}$ :

$$
\begin{equation*}
B_{j(1)}(0)=t_{j, j(1)}+\max \left\{B_{j}(0), t_{j, j(2)}+F_{j(2)}(0)\right\} \tag{21}
\end{equation*}
$$

$B_{j(1)}(1)$ is the minimum of the following values:

$$
\begin{align*}
& \alpha t_{j, j(1)}+\max \left\{B_{j}(0), t_{j, j(2)}+F_{j(2)}(0)\right\}  \tag{22}\\
& t_{j, j(1)}+\max \left\{B_{j}(1), t_{j, j(2)}+F_{j(2)}(0)\right\}  \tag{23}\\
& t_{j, j(1)}+\max \left\{B_{j}(0), \alpha t_{j, j(2)}+F_{j(2)}(0)\right\}  \tag{24}\\
& t_{j, j(1)}+\max \left\{B_{j}(0), t_{j, j(2)}+F_{j(2)}(1)\right\} . \tag{25}
\end{align*}
$$

If $j=r$, then equation (23) should be ignored. Likewise, if $j(2)$ is a leaf node, then equation (25) should be ignored. Then, for $k \geq 2, B_{j(1)}(k)$ is the minimum of the following values:

$$
\begin{align*}
& \min _{\substack{k_{1} \leq\left|E\left(T \backslash T^{j}\right)\right| \\
k_{2} \leq \mid=\left(T_{2}^{j(2))} \\
k_{1}+k_{2}=k-1\right.}} \alpha t_{j, j(1)}+\max \left\{B_{j}\left(k_{1}\right), t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\}  \tag{26}\\
& \min _{\substack{k_{1} \leq\left|E\left(T \backslash T^{j}\right)\right|}} \alpha t_{j, j(1)}+\max \left\{B_{j}\left(k_{1}\right), \alpha t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\}  \tag{27}\\
& \underset{\substack{k_{2} \leq\left|E\left(T^{j(2)}\right)\right| \\
k_{1}+k_{2}=k-2}}{ } \\
& \min _{\substack{k_{1} \leq E\left(T T T^{j}\right) \mid \\
k_{2} \leq E\left(T^{j(2))} \mid \\
k_{1}+k_{2}=k-1\right.}} t_{j, j(1)}+\max \left\{B_{j}\left(k_{1}\right), \alpha t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\}  \tag{28}\\
& \min _{\substack{k_{1} \leq\left|I\left(T T T^{j} j\right)\right| \\
k_{2} \leq\left|E\left(T T^{j}(2)\right)\right| \\
k_{1}+k_{2}=k}} t_{j, j(1)}+\max \left\{B_{j}\left(k_{1}\right), t_{j, j(2)}+F_{j(2)}\left(k_{2}\right)\right\} \tag{29}
\end{align*}
$$

To compute all $B_{j(2)}(k)$ values requires obvious interchanges of indices $j(1)$ and $j(2)$ in the above expressions. As with the $F_{j}(k)$ values, we can use the distinction between rich and poor nodes to find all $B_{j}(k)$ values in $O(n q)$ time. Once all $F_{j}(k)$ and $B_{j}(k)$ values are computed, it is easy to see that $\mathrm{Q}-\mathrm{R}-\mathrm{N}$ is solved for a given $j$ via

$$
\begin{equation*}
\min _{\substack{\left.k_{1}+k_{2}=q \\ k_{1} \leq \mid E(T)^{j}\right) \\ k_{2} \leq\left|E\left(T \backslash T^{j}\right)\right|}} \max \left\{F_{j}\left(k_{1}\right), B_{j}\left(k_{2}\right)\right\} \tag{30}
\end{equation*}
$$

and $\mathrm{Q}-\mathrm{R}$ is solved via

$$
\begin{equation*}
\min _{j}\left\{\min _{\substack{\left.k_{1}+k_{2}=q \\ k_{1} \leq \mid E(T)^{\prime}\right)\left| \\k_{2} \leq\left|E\left(T \backslash T^{j}\right)\right|\right.}} \max \left\{F_{j}\left(k_{1}\right), B_{j}\left(k_{2}\right)\right\}\right\} \tag{31}
\end{equation*}
$$

The overall complexity for solving Q-R-N and Q-R is $O(n q)$.
We will now show that Q-D can also be solved using these $F_{j}(k)$ and $B_{j}(k)$ values in $O(n q)$. To do this, we make use of the following lemmas.

Lemma 2 For any arc $\left(v_{i}, v_{l}\right)$ with $v_{l} \in T \backslash T^{v_{i}}$ and $k_{1}$, let $\tilde{t_{i, l}}$ be the length of $\left(v_{i}, v_{l}\right)$ after upgrading the arcs specified by the solutions to $F_{i}\left(k_{1}\right)$ and $B_{i}\left(q-k_{1}\right)$. If

$$
\begin{equation*}
0 \leq B_{i}\left(q-k_{1}\right)-F_{i}\left(k_{1}\right) \leq 2 \tilde{t_{i, l}} \tag{32}
\end{equation*}
$$

the length of the longest path in the resulting tree is $F_{i}\left(k_{1}\right)+B_{i}\left(q-k_{1}\right)$.

Proof: Let $v_{\bar{x}} \in T^{v_{i}}$ satisfy $\theta_{\bar{x}, i}=F_{i}\left(k_{1}\right)$ and $v_{\bar{y}} \in T \backslash T^{v_{i}}$ satisfy $\theta_{\bar{y}, i}=$ $B_{i}\left(q-k_{1}\right)$. Relation (32) implies that the midpoint $c$ of the path between $v_{\bar{x}}$ and $v_{\bar{y}}$ is on $\operatorname{arc}\left(v_{i}, v_{l}\right)$, and $c$ is in $T \backslash T^{v_{i}}$. (We note that $c$ is possibly a point on the interior of some edge, but we will denote by $\theta_{i, c}$ the distance between $c$ and some node $v_{i}$ of $T$.) Letting $\bar{M}=F_{i}\left(k_{1}\right)+B_{i}\left(q-k_{1}\right)$ be the length of this path, we have that $\theta_{\bar{x}, c}=\theta_{\bar{y}, c}=\frac{\bar{M}}{2}$.

Consider arbitrary nodes $v_{a}$ and $v_{b}$ in $T$. If $v_{a}$ and $v_{b}$ are such that $v_{a} \in T^{v_{i}}$ and $v_{b} \in T \backslash T^{v_{i}}$, then $\theta_{a, i} \leq \theta_{\bar{x}, i}$ and $\theta_{b, i} \leq \theta_{\bar{y}, i}$ so $\theta_{a, b} \leq \theta_{\bar{x}, i}+\theta_{\bar{y}, i}=\bar{M}$. Now, suppose that $v_{a}$ and $v_{b}$ are both in $T^{v_{i}}$. We then have that $\theta_{a, c}=\theta_{a, i}+\theta_{i, c} \leq$ $\theta_{\bar{x}, i}+\theta_{i, c}=\theta_{\bar{x}, c}=\frac{\bar{M}}{2}$. Similarly, $\theta_{b, c} \leq \theta_{\bar{x}, c}=\frac{\bar{M}}{2}$. But then, $\theta_{a, b} \leq 2\left(\frac{\bar{M}}{2}\right)=\bar{M}$. A similar result follows if $a$ and $b$ are both in $T \backslash T^{v_{i}}$. Thus we have shown that for arbitrary $a$ and $b, \theta_{a, b} \leq \bar{M}=\theta_{\bar{x}, \bar{y}} . \square$

Lemma 3 There exists at least one arc where (32) holds.

Proof: Let $A^{*}$ denote the set of upgraded arcs in an optimal solution to Q-D. Let $v_{x^{*}}$ and $v_{y^{*}}$ denote the endpoints of the longest path in the resulting
tree, and let $\left(v_{i}, v_{l}\right)$ denote an arc containing the midpoint $c$ of this path where $v_{l}$ is in $T \backslash T^{v_{i}}$. (Note that $c$ may be at $v_{i}$ or at $v_{l}$ or in the interior of $\left(v_{i}, v_{l}\right)$.) Without loss of generality, suppose that the root $v_{r}$ and $v_{y^{*}}$ are both in $T \backslash T^{v_{i}}$ and $v_{x^{*}} \in T^{v_{i}}$. Also, let $A_{1}^{*}=A^{*} \cap T^{v_{i}}$ and $A_{2}^{*}=A^{*} \cap T \backslash T^{v_{i}}$. Thus $A_{1}^{*}\left(A_{2}^{*}\right)$ is the subset of the optimal upgraded arcs in $T^{v_{i}}\left(\right.$ in $\left.T \backslash T^{v_{i}}\right)$. Finally, let $k_{1}^{*}=\left|A_{1}^{*}\right|$ so that $\left|A_{2}^{*}\right|=q-k_{1}^{*}$.

It now follows that $A_{1}^{*}$ solves $F_{i}\left(k_{1}^{*}\right)$ and $A_{2}^{*}$ solves $B_{i}\left(q-k_{1}^{*}\right)$. To see this, note that if, for example, $A_{1}^{*}$ does not solve $F_{i}\left(k_{1}^{*}\right)$, then there is an improving allocation of $k_{1}^{*}$ upgrades in $T^{v_{i}}$, in which case the upgrade allocation $A^{*}$ is not optimal for Q-D. Furthermore, since $c \in\left(v_{i}, v_{l}\right)$, (32) holds.

Based on Lemmas 2 and 3, a method for solving Q-D is now apparent. Let $\bar{N}$ be the subset of nodes where for each $v_{i} \in \bar{N}$, there is an adjacent node $v_{l}$ and at least one $k_{1}(i)$ value where (32) holds. For each $v_{i} \in \bar{N}$, we let $\bar{K}_{i}$ represent the set of $k_{1}(i)$ values where (32) holds. The solution to Q-D is found via

$$
\begin{equation*}
\min _{v_{i} \in \bar{N}}\left\{\min _{k_{1}(i) \in \bar{K}_{i}}\left\{F_{i}\left(k_{1}(i)\right)+B_{i}\left(q-k_{1}(i)\right)\right\}\right\} . \tag{33}
\end{equation*}
$$

As we have already established, computing all $F_{i}(k)$ and $B_{i}(k)$ values for all nodes $v_{i}$ of $T$ is $O(n q)$. For a given node $v_{i}$, identifying whether or not there are values of $k$ such that $0 \leq B_{i}(q-k)-F_{i}(k)$ and $B_{i}(q-k)-F_{i}(k) \leq 2 \tilde{t_{i, l}}$, i.e. where (32) holds, takes $O(q)$ effort. Since $O(n)$ nodes are checked for this condition, the total effort to identify $\bar{N}$ and $\bar{K}_{i}$ for each $v_{i} \in \bar{N}$ is $O(n q)$. Searching through these values in (33) is also $O(n q)$ in the worst case, so the overall complexity for solving Q-D is $O(n q)$.

It is important to note that the algorithm for the general tree is not dependent on $\alpha$ values being the same for each arc. It is straightforward to modify all of the proposed polynomial algorithms for heterogeneous $\alpha$ values without increasing computational complexity.

We conclude this section by introducing a new problem related to Q-R, which we will call the $q$-upgrading arc absolute radius problem (Q-AR). The problem is to select $q$ upgrading arcs and to locate the absolute center of the resulting graph such that the absolute radius is minimized. In Q-AR, unlike Q-R, the absolute center can be a node or in the interior of an arc. The following lemma shows that Q-AR can be solved on a tree by solving Q-D.

Lemma 4 Given an optimal set of $q$ upgrading arcs that solves $Q-D$ on a tree graph $T$, let $v_{x^{*}}$ and $v_{y^{*}}$ be the endpoints of the longest path in the resulting tree. The same set of upgrading arcs solves $Q-A R$ where the absolute center $c$ is the midpoint of the path between $v_{x^{*}}$ and $v_{y^{*}}$.

Proof: Let $A^{*}$ be the set of arcs upgraded in the optimal solution to Q-D. With these arcs upgraded, note that with $c$ defined as in the lemma, the radius of the resulting tree is $R^{*}=\theta_{x^{*}, y^{*}} / 2$ [11]. Suppose that $A^{*}$ does not solve Q-AR. Thus, there exists a set $\tilde{A}$ of $q$ upgrading $\operatorname{arcs}$ and a center $c^{\prime}$ where the optimal radius has value $\tilde{R}<R^{*}$. For any two $v_{a}$ and $v_{b}$ in this resulting tree (with distances denoted by $\tilde{\theta}$ on the resulting tree), we have $\tilde{\theta_{a, b}} \leq \tilde{\theta_{a, c^{\prime}}}+\tilde{\theta_{b, c^{\prime}}} \leq 2 \tilde{R}<2 R^{*}=\theta_{x^{*}, y^{*}}$. This contradicts the assumption that $A^{*}$ solves Q-D.

Theorem $3 Q-R-N, Q-R, Q-D$, and $Q-A R$ can be solved optimally on a tree in $O(n q)$ time.

## 4 Variants with a budget constraint

The budget constrained $q$-upgrading arc diameter problem $B C$ - $D$ is variant of Q-D and is defined as follows:
Instance: A graph $G=(V, E)$, travel time $t_{e} \in Z^{+}$and cost $c(e) \in Z^{+}$for each $e \in E$, a budget $B \in Z^{+}$, a positive integer $K$, and a discount factor $\alpha$ (where $0 \leq \alpha<1$ ).
Question: Is there a subset $F \subseteq E$ such that $\sum_{e \in F} c(e) \leq B$ and if we let $t_{e}=\alpha t_{e}, \forall e \in F$, then $G$ has diameter $K$ or less?

Before we analyze the complexity of BC-D, we make the following observations: (1) Q-D is a simpler case of BC-D where $B=q$ and $c(e)=1$ for each $e \in E$. (2) BC-D is in class NP since we can evaluate a given solution for BC-D in polynomial time.

Since Q-D is NP-hard on a general graph by Theorem 1, BC-D is NP-hard on a general graph. We will prove that BC-D is NP-hard even if $G$ is a
path graph by a reduction from the knapsack problem which is known to be NP-complete (problem MP10 in [10]).

BC-D on a path graph $G$ can be rephrased as follows:
Instance: A path graph $G=(V, E)$, travel time $t_{e} \in Z^{+}$and $\operatorname{cost} c(e) \in Z^{+}$ for each $e \in E$, a budget $B \in Z^{+}$, a positive integer $K$, and a discount factor $\alpha$ (where $0 \leq \alpha<1$ ).
Question: Is there a subset $F \subseteq E$ such that $\sum_{e \in F} c(e) \leq B$ and such that $\sum_{e \in E} t_{e}-(1-\alpha) \sum_{e \in F} t_{e} \leq K ?$

Knapsack is defined as follows:
Instance: Finite set $U$, size $s(u) \in Z^{+}$and value $v(u) \in Z^{+}$for each $u \in U$, and positive integers $B^{\prime}$ and $K^{\prime}$.
Question: Is there a subset $U^{\prime} \subseteq U$ such that $\sum_{u \in U^{\prime}} s(u) \leq B^{\prime}$ and such that $\sum_{u \in U^{\prime}} v(u) \geq K^{\prime}$ ?

Theorem $4 B C-D$ is $N P$-hard even if $G$ is a path graph.

Proof: The theorem is proved by a reduction from knapsack.
We can reduce an instance of knapsack to an instance of BC-D as follows:
Create a path graph with $n=|U|+1$ nodes and $|E|=|U|$ arcs where each arc $e \in E$ corresponds to an element $u \in U$. For each $e \in E$ and its corresponding $u \in U$, let $c(e)=s(u)$ and $t_{e}=v(u)$. Let $B=B^{\prime}$ and $K=\sum_{e \in E} t_{e}-(1-\alpha) K^{\prime}$.

If the constructed BC-D above has a yes answer, then there is a subset $F$ such that $\sum_{e \in F} c(e) \leq B$ and such that $\sum_{e \in E} t_{e}-(1-\alpha) \sum_{e \in F} t_{e} \leq K$. We can use the solution to BC-D to construct a solution to the instance of knapsack by letting $U^{\prime}=F$. By definition, $\sum_{u \in U^{\prime}} s(u) \leq B^{\prime}$ and $\sum_{u \in U} v(u)-(1-$ $\alpha) \sum_{u \in U^{\prime}} v(u) \leq K=\sum_{u \in U} v(u)-(1-\alpha) K^{\prime}$, i.e., $\sum_{u \in U^{\prime}} v(u) \geq K^{\prime}$. Thus, the instance of knapsack has a yes answer. Further, the instance of knapsack will have a yes answer if and only if the constructed BC-D above has a yes answer. Since knapsack is NP-complete, BC-D is NP-hard even if $G$ is a path.

## 5 Heuristic algorithms

In this section, we briefly describe three heuristic algorithms for Q-D on complete graphs and summarize the computational results. Due to the difficulty of solving Q-D by exact methods, we explore the use of simpler graph structures to approximate the full problem and allow for quick solutions. A detailed discussion of heuristics for complete and general graphs, bounding results, improvement procedures, and more extensive tests will be found in [33]. Some of the key results are summarized here to demonstrate the usefulness of algorithms based on the polynomially solvable cases discussed in Section 3 and because the results provide insight into the characteristics of the arcs that should be discounted on complete graphs.

All of the heuristic algorithms which we will discuss in this section initially select the best $q$ upgrading arcs from a spanning tree $T$ of $G$. A spanning tree for a graph $G$ is a tree graph extracted from $G$ which connects all the $n$ nodes on $G$. Finding the best $q$ arcs to upgrade on a spanning tree of a graph may provide a reasonably good approximate solution to Q-D, and these solutions are polynomial to obtain.

The heuristic algorithms are based on selecting a spanning tree in three different ways and then solving Q-D on the resulting simpler graph structure. Since each of the approaches involves choosing the best $q$ arcs from a subgraph of $G$, the objective value of the resulting solution will be an upper bound on the optimal objective value. The first approach involves finding a minimum spanning tree of $G$. A minimum spanning tree $T$ on $G$ is a spanning tree such that the total cost of the arcs (i.e., $\sum_{e \in T} t_{e}$ ) of $T$ is minimized. There are many algorithms which find a minimum spanning tree on a graph $G$, for example, Kruskal's algorithm [15] or Prim's algorithm [26]. The second approach starts from a maximum spanning tree. A maximum spanning tree is a spanning tree $T$ on $G$ such that the total cost of the $\operatorname{arcs}$ (i.e., $\sum_{e \in T} t_{e}$ ) of $T$ is maximized. The maximum spanning tree can be found by slightly modifying a minimum spanning tree algorithm. The approach outlined in Section 3.2 can be used to identify the $q$ arcs to discount on the minimum and maximum spanning trees. The objective value of each solution can be found by applying Floyd's all pairs shortest paths algorithm to $G^{\prime}$, where $G^{\prime}$ is the graph $G$ after the selected arcs are upgraded.

The third approach starts from star trees, so this method is applicable only on complete graphs, where the previous two approaches do not have this restriction. Here $n$ star trees, $T_{1}, T_{2}, \ldots, T_{n}$, are considered, where $T_{i}$ is centered at node $v_{i} \in V$. For each constructed star tree $T$, the $q$ largest arcs of $T$ are selected greedily, which is optimal by Theorem 2. The objective value of the solution for each constructed star tree is found by applying Floyd's all pairs shortest paths algorithm on the resulting graph $G^{\prime}$. The $q$ arcs yielding the lowest objective value among the constructed star trees are selected. Note that even though this third approach considers $n$ different trees, where the first two approaches consider only one, the complexity to solve the problem on a star tree is much lower than on a general tree.

We can improve the solutions obtained by the above algorithms by a simple local search method which we will refer to as the Interchange Method. For each arc not in the optimal solution for the spanning tree, we determine if an improvement in the objective value will occur if this arc is added and an arc from the current solution is dropped. If an improvement is possible, the undiscounted arc is "swapped" with the one in the current solution that creates the biggest savings. The Interchange Method terminates after each arc not in the original set of $q$ arcs has been considered.

We next compare the effectiveness of the three heuristic algorithms for Q-D. The results presented here are based on the CAB (Civil Aeronautics Board) data set which provides a complete graph. The CAB data set introduced by O'Kelly [20] has been used frequently in the literature to test IP formulations and algorithms for hub location problems. The data set is based on airline passenger flow between 25 US cities. All of the experiments required less than 0.5 seconds of CPU time.

In the first results we present here, we experiment with different values of $n$ and $q$ to evaluate how the three heuristics perform in each scenario. For a given value of $n$, an $n$-node subgraph of the 25 node graph is used. The points on the $x$-axis in Figure 3 correspond to different combinations of $n$ and $q$, where the $y$-axis corresponds to the gap relative to the optimal solution. Due to their small size, optimal solutions can be found for these problems using enumeration. The graph in Figure 3 highlights the dramatically better performance using the star tree method, as opposed to the minimum or maximum spanning tree methods. The objective values based on using the
star tree method are lower on all of the scenarios tested.


Figure 3: Test problems on CAB with $\alpha=0.5$

After the Interchange Method is applied to these initial solutions, the objective values dramatically improve for the minimum and maximum spanning tree approaches, but the objective values based initially on star trees are almost always still better, as indicated in Figure 4. For the minimum and maximum spanning tree methods, we found that the improvement method either entirely or almost entirely replaces the $q$ arcs chosen for these initial spanning trees. This seems to indicate that the arcs chosen in defining the minimum spanning tree are not the arcs creating the shortest paths of maximum length in the final graphs. Similarly, the arcs used in defining the maximum spanning trees are not likely to be used in the shortest paths between origin-destination pairs, because better, lower travel time options exist. Only with star trees are the initial $q$ arcs more likely to closely resemble the final set of $q$ arcs.


Figure 4: Test problems on CAB with $\alpha=0.5$ with Improvement

## 6 Conclusions and Future Work

This paper introduced the $q$-upgrading arc problems Q-D, Q-R-N, Q-R, and Q-AR. We demonstrated that Q-D, Q-R-N, and Q-R are NP-hard on general graphs, but provided polynomial algorithms for all four on tree graphs. The $q$-upgrading arc problem is very interesting in that it is applicable in a variety of time-sensitive settings. There are many opportunities in creating heuristics for general graphs, but there are other research opportunities as well. Specifically, we are interested in considering capacity on arc flow in conjunction with this problem, which would constrain the solutions. One interesting variation would involve redefining upgrading an arc to involve increasing capacity as well as decreasing travel time. This would follow from our discussions with United Parcel Service (UPS), where high speed lanes correspond to where large volumes of packages are shipped.
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